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Abstract

Resource management remains one of the main issue in cloud computing because system resources have to be continuously allocated to handle workload fluctuations while guaranteeing Service Level Agreements (SLA) to the end users. In this paper, we propose capacity allocation algorithms able to coordinate multiple distributed resource controllers operating in geographically distributed cloud sites. Capacity allocation solutions are integrated with a load redirection mechanism which, when necessary, distributes incoming requests among different sites. The overall goal is to minimize the costs of allocated resources in terms of virtual machines, while guaranteeing SLA constraints expressed as a threshold on the average response time. We propose a distributed solution which integrates workload prediction and distributed non-linear optimization techniques. Experimental results show how the proposed solutions improve other heuristics proposed in literature without penalizing SLAs, and they are close to the global optimum which can be obtained by an oracle with a perfect knowledge about the future offered load.
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I. INTRODUCTION

Cloud computing is a paradigm that aims at streamlining the on-demand provisioning of software, hardware, and data as services, and providing end-users with flexible and scalable services accessible through the Internet [28].
Cloud infrastructures live in an open world characterized by continuous changes in the environment and requirements they have to meet. Continuous changes occur autonomously and unpredictably, and they are out of control of the cloud provider. Nevertheless, cloud-based services must be provided with different Service Level Agreements in terms of reliability, security and performance. In this paper, we focus on solutions for performance guarantee that are able to dynamically adapt the resources of the cloud infrastructure in order to satisfy SLAs and to minimize costs. To this purpose, we integrate workload prediction models into capacity allocation techniques that are able to coordinate multiple distributed resource controllers working in geographically distributed cloud sites. These allocation techniques can work together with a dynamic load redirection mechanism which, during peak loads, moves requests from heavily loaded sites to other sites. The proposed request distribution algorithms aim at optimizing the average response time of user requests and satisfy SLA requirements.

In cloud architectures that are characterized by geographically distributed systems, any centralized approach for capacity allocation and load balancing is subject to critical design limitations including lack of scalability and expensive communication costs [20]. Therefore, distributed solutions are mandatory [7], [34], [57], [31]. This paper adopts a distributed approach where, capacity allocation and load redirect are modelled as non-linear programming problems. The optimization problems are solved by implementing decomposition techniques which are integrated with traffic predictive models, used to estimate the incoming workload at each site and the requests rate redirected from heavily loaded sites to the others.

We compare our approach with other heuristics proposed in the literature [23], [59], [58]. A large set of experimental results demonstrates that the proposed solutions save costs and do not incur in SLA violations. It is also worth to observe that our solutions are close to the global optimum that can be obtained by an oracle having a perfect knowledge about the future workload.

The remainder of the paper is organized as follows. Section II formalizes the problem. Section III describes our reference framework and design assumptions. The formulation of the optimization problem is presented in Section IV. The prediction techniques are introduced in Section V. The experimental results demonstrating the improvements of the proposed solutions are reported in Section VI. Other literature approaches are discussed in Section VII. Conclusions are finally drawn in Section VIII.

II. PROBLEM STATEMENT

In this paper we take the perspective of a provider which offers transactional Web-based services (WS) hosted by multiple sites of an Infrastructure-as-a-Service (IaaS) provider. The hosted services represent heterogeneous applications in terms of resource demands, workload intensities, and SLA requirements.
Services with different SLAs and workload profiles are categorized into independent classes.

We assume that an SLA contract associated with each WS class \( k \) is established between the WS provider and its end users. This contract specifies the SLA levels expressed in terms of average response time \( R_k \) that the WS provider must meet while responding to end users requests for a given service class. Overall, the system serves a set \( K \) of WS classes and average response time thresholds that have to be guaranteed on a five minutes time scale are denoted by \( \bar{R}_k \).

Applications are hosted on virtual machines (VM) which are provided on a pay-per-use basis by the IaaS provider. For the sake of simplicity, we assume that each VM hosts one Web service application. Multiple VMs implementing the same WS class can run in parallel at each physical location. We assume that the VMs are homogeneous in terms of RAM and CPU capacity [4] and evenly share the incoming workload (this corresponds to the solution currently implemented by IaaS providers [6]). Furthermore, services can be located on multiple geographically distributed sites (see Figure 1). For example, Amazon Elastic Compute Cloud (EC2) allows software providers to deploy VMs on five world regions.

IaaS providers usually charge software providers on a hourly basis [4]. Hence, the WS provider has to face the Capacity Allocation (CA) problem which consists on determining every hour the optimal number of VMs for each WS class in each IaaS site according to the average load predicted on a
hourly basis, while guaranteeing SLA constraints. We denote by $T_1$ the mid-long time scale adopted for VM provisioning. If the resources of a site are insufficient (e.g., because of an unpredictable workload peak), incoming requests can be even redirected to other sites. As in other approaches, dynamic Load Redirection (LR) [12], [59] is performed periodically every $T_2 \ll T_1$ time instants (see Figure 2) at a more fine-grained time scale (e.g., 5 to 10 minutes) on the basis of a short-term prediction of future WS workloads [1], [16] or can be triggered by a monitoring system in order to react to unexpected events, such as system failures.

By considering two different time scales, we are able to capture two types of information related to the IaaS sites [59]. The fine grain workload traces exhibit a high variability due to the short-term variations of the typical Web-based workload and for this reason, the fine-grained time scale provides useful information for the dynamic load redirections. In the coarse grain time scale, the workload traces are more smoothed and not characterized by the instantaneous peaks typical of the fine grain time scale. These characteristics allow us to use the mid-long time scale algorithms to predict the workload trend that represents useful information for the capacity allocation algorithm.

We denote by $I$ the set of IaaS sites. For simplicity, we assume that at each site VMs are homogeneous in terms of computing and storage capacity. Even in the case of heterogeneous VMs, cloud providers have a limited set of available configurations, say $S$. Hence, a site with heterogeneous resources can be modelled as $S$ sites with homogeneous resources. The capacity of VMs at site $i$ is denoted by $C_i$, while for each site $i$ and WS class $k$ we denote with $\tilde{\Lambda}_i^k$ the arrival rate predicted at the time scale $T_1$ coming
from the time zone where the site is located, while we denote through $\hat{\Lambda}_k^i$ the corresponding prediction at the time scale $T_2$ (see Figure 2). Finally, $\Lambda_k^i$ will indicate the real local arrival rate.

The objective of the CA problem is to determine the number of VMs able to serve $\hat{\Lambda}_k^i$ requests/sec, while minimizing VMs costs and guaranteeing that $R_k = \hat{R}_k$. We assume that a WS provider can establish two different contracts with the IaaS provider. Namely, it may be possible to access VMs on a pure on-demand basis and the WS provider will be charged on a hourly basis (see e.g., Amazon EC2 on-demand pricing scheme, [4]). Otherwise, it may be possible to pay a fixed annual flat rate for each VM and then access the VMs on a pay-per-use basis with a fee lower than the pure on-demand case (see e.g., Amazon EC2 reserved instances pricing scheme, [4]). The time unit cost (e.g., $ per hour of VM usage) for the use of flat VMs at site $i$ is denoted by $\bar{c}^i$, while the cost for VMs on demand will be denoted by $\bar{c}^i$, with $\bar{c}^i < c^i$. The CA problem solution determines every $T_1$ time unit the number of flat VMs to be allocated to WS class $k$ at site $i$, $N_k^i$, and the number of on demand VMs to be allocated to class $k$ at site $i$, $M_k^i$. We will denote with $\bar{N}_i$, the number of flat VMs available at site $i$ obtained through the annual flat contract.

On the other hand, the LR problem aims at determining (every $T_2$ time instants) the execution rate of local arrivals for class $k$ at site $i$, $x_k^i$, and the redirect rate of class $k$ at site $i$ toward the other sites, $z_k^i$, in order to satisfy the prediction $\hat{\Lambda}_k^i$ for the local arrivals, while guaranteeing that $R_k = \hat{R}_k$.

For the sake of clarity, the notation adopted in this paper is summarized in Table I.

III. REFERENCE FRAMEWORK AND DESIGN ASSUMPTIONS

Our dynamic CA and LR techniques combine a workload predictor and an optimization model.

In the following we model each WS class hosted in a VM as an M/G/1 queue in tandem with a delay center [18], as done in [40] and we adopt the typical assumption in Web service containers [44], [3], that requests are served according to the processor sharing scheduling discipline. Multiple VMs can run in parallel to support the same application. In that case, the workload is evenly shared among multiple instances (see Figure 3). As discussed in [40], the delay center $D_k$ allows us to model network delays and/or protocol delays introduced in establishing connections, etc.

Future performance for each WS class are obtained on the basis of the prediction of forecasted workloads. The optimization model uses these estimates to determine the number of VM instances $N_k^i$ and $M_k^i$, the execution rate of local arrivals for each class $x_k^i$ and, possibly, the workload redirected to other sites $z_k^i$. 
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System parameters

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>Set of sites</td>
</tr>
<tr>
<td>K</td>
<td>Set of WS classes</td>
</tr>
<tr>
<td>C^i</td>
<td>VM instances capacity at site i</td>
</tr>
<tr>
<td>( \bar{c}^i )</td>
<td>Time unit cost for flat VMs at site i</td>
</tr>
<tr>
<td>( \bar{c}^i )</td>
<td>Time unit cost for on demand VMs at site i</td>
</tr>
<tr>
<td>N^i</td>
<td>Number of flat VMs available at site i</td>
</tr>
<tr>
<td>T_1</td>
<td>Long term CA time horizon</td>
</tr>
<tr>
<td>T_2</td>
<td>Short term LR time horizon</td>
</tr>
<tr>
<td>( \Lambda^i_k )</td>
<td>Real local arrival rate for WS class k at site i</td>
</tr>
<tr>
<td>( \hat{\Lambda}^i_k )</td>
<td>Local arrival rate prediction for WS class k at site i at time scale T_1</td>
</tr>
<tr>
<td>( \tilde{\Lambda}^i_k )</td>
<td>Local arrival rate prediction for WS class k at site i at time scale T_2</td>
</tr>
<tr>
<td>( \hat{\hat{\Lambda}}^i_k )</td>
<td>Estimation of the overall request redirect to site i for WS class k at time scale T_2</td>
</tr>
<tr>
<td>( \mu_k )</td>
<td>Maximum service rate of a capacity 1 VM for executing WS class k requests</td>
</tr>
<tr>
<td>( D_k )</td>
<td>Queueing delay for processing class k requests</td>
</tr>
<tr>
<td>( d^{i,j}_k, i \neq j )</td>
<td>Network transfer time for redirecting class k requests from site i to site j</td>
</tr>
<tr>
<td>( g^{i,j}_k = \frac{1}{d^{i,j}_k}, i \neq j )</td>
<td>“Conductance” of the communication link (i,j) for class k requests</td>
</tr>
<tr>
<td>( G^i_k = \sum_j g^{i,j}_k, i \neq j )</td>
<td>“Equivalent conductance” seen from site i to the other sites for class k requests</td>
</tr>
<tr>
<td>( R^i_k )</td>
<td>Average response time for executing WS class k request at site i</td>
</tr>
<tr>
<td>( \overline{R}_k )</td>
<td>WS class request k average response time threshold</td>
</tr>
</tbody>
</table>

Decision Variables

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N^i_k )</td>
<td>Number of flat VMs allocated for class k request at site i</td>
</tr>
<tr>
<td>( M^i_k )</td>
<td>Number of on demand VMs allocated for class k request at site i</td>
</tr>
<tr>
<td>( x^i_k )</td>
<td>Execution rate of local arrivals for WS class k request at site i</td>
</tr>
<tr>
<td>( z^i_k )</td>
<td>Redirect of WS class k request at site i toward other sites</td>
</tr>
</tbody>
</table>

TABLE I
PARAMETERS AND DECISION VARIABLES FOR CAPACITY ALLOCATION AND LOAD REDIRECT PROBLEMS.

For the sake of simplicity, if the workload is redirected to other sites, the fraction of workload to individual sites is inversely proportional to the network transfer time for redirecting class k requests from site i to site j, \( d^{i,j}_k \) or equivalently is directly proportional to the “conductance” \( g^{i,j}_k \) of the class k request network link between site i and j defined as \( g^{i,j}_k = 1/d^{i,j}_k \). In other words, if we define the “equivalent conductance” \( G^i_k \) at site i for class k as:

\[
G^i_k = \sum_{j \in I, i \neq j} g^{i,j}_k
\]
the overall load at site \( i \) due to the redirect of other sites is given by:

\[
\sum_{j \in I, j \neq i} g_{jk}^{i,j} z_{jk}^j G_k^j.
\]

At the time scale \( T_2 \), the total rate of class \( k \) requests executed at site \( i \) is the sum of the requests executed from local arrival, i.e. \( x_k^i \leq \Lambda_k^i \), and the requests executed from the redirect which, according to the previous equation is given by:

\[
x_k^i + \sum_{j \neq i} g_{jk}^{i,j} z_{jk}^j G_k^j.
\]

(1)

In other words, in our LR scheme requests can be redirected only once. Otherwise multiple hops could penalize some individual requests, thus increasing the overall response time variance of requests within the same WS class.

The next section formulates the optimization problems and devises a decentralized solution for the CA and LR problems. Section V discusses the prediction models adopted in this paper.

IV. OPTIMIZATION PROBLEM FORMULATION

As discussed in Section II, Capacity Allocation and Load Redirect are performed with different time scales. We formulate the Capacity Allocation problem in the next Section, while the Load Redirect approach is presented in Section IV-B.

A. Capacity Allocation problem

The CA problem is solved with \( T_1 \) time period. It aims at minimizing the overall costs for flat and on demand VM instances of multiple distributed IaaS sites, while guaranteeing that the average response
time of each class is lower than the SLA threshold. The CA determines the number of VMs $N_i^k$ and $M_i^k$ required to serve the arrival rate $\hat{\Lambda}_i^k$. In this phase the traffic redirected to other sites is not considered. Indeed, preliminary results have shown that the LR mechanism, even if significant at the lower time scale $T_2$, introduces a limited increment to each class local incoming workload $\hat{\Lambda}_i^k$ at time scale $T_1$.

If $\mu_k$ denotes the maximum service rate of a capacity 1 VM for executing WS class $k$ requests, the response time for executing locally the WS class $k$ at site $i$ is given by $R_i^k = \frac{1}{C_i \mu_k - \frac{\hat{\Lambda}_i^k}{N_i^k + M_i^k}}$. In particular it must be (M/G/1 equilibrium condition) $\hat{\Lambda}_i^k < C_i \mu_k (N_i^k + M_i^k)$, and the total response time for class $k$ request over all sites is:

$$R_k = D_k + \sum_i \frac{\hat{\Lambda}_i^k R_i^k}{\sum_j \hat{\Lambda}_j^k}$$

where $D_k$ denotes the queueing network delay (see Figure 3). After some elementary algebra, the CA problem can be formulated as:

\begin{align*}
\min_{N_i^k, M_i^k} & \sum_k \sum_i c_i N_i^k + \tilde{c}_i M_i^k \\
\text{subject to} & \quad \hat{\Lambda}_i^k < C_i \mu_k (N_i^k + M_i^k) \quad \forall k \in K, \forall i \in I \\
& \quad \sum_i \frac{\hat{\Lambda}_i^k (N_i^k + M_i^k)}{C_i \mu_k (N_i^k + M_i^k)} - \hat{\Lambda}_i^k \leq (R_k - D_k) \sum_j \hat{\Lambda}_j^k \quad \forall k \in K \\
& \quad \sum_{k \in K} N_i^k \leq \overline{N}^i \quad \forall i \in I \\
& \quad N_i^k, M_i^k \geq 0
\end{align*}

where constraints (5) guarantee that the number of VMs allocated to the whole set of classes at site $i$ is at most equal to the number of flat VMs available at each site. Note that, in the problem formulation we have not imposed variables $N_i^k$ and $M_i^k$ to be integer, as in reality they are. Integer variables make the solution much more difficult because of the non-linear constraints (4). We therefore decide to deal with continuous variables, actually considering a relaxation of the real problem. However, if the optimal values of the variables are fractional and they are rounded to the closest integer solution, the gap between the solution of the real integer problem and the relaxed one is very small, justifying the use of a relaxed model. Furthermore, we can always choose a rounding to an integer solution which preserves the feasibility.

The CA problem has a linear objective function over a convex set. Indeed constraints (3) and (5) are
linear while the functions \( \frac{\hat{\Lambda}_k^i (N^i_k + M^i_k)}{C^i \mu_k (N^i_k + M^i_k) - N_k^i} \) are convex since their Hessian is of the form:

\[
H = \frac{C^i \mu_k \left( \hat{\Lambda}_k^i \right)^2}{(C^i \mu_k (N^i_k + M^i_k) - \hat{\Lambda}_k^i)^3} \begin{bmatrix} 1 & 1 \\ 1 & 1 \end{bmatrix}
\]

whose eigenvalues are non-negative in the feasible set (in particular for condition (3)).

Hence, the global optimum solution can be obtained by solving \((CA)\) in parallel at each site and by adopting standard non-linear solvers. This requires that each site broadcasts its \(\hat{\Lambda}_k^i\) predictions which can be obtained considering only local information. Since this broadcast is performed every \(T_1\) time instants, the network overhead for the CA solution is negligible.

### B. Load Redirect problem

Once the number of on demand instances has been determined, local requests can be dynamically redirected to other sites with time granularity \(T_2\) in order to, e.g., avoid episodic local congestions due to the variability of the incoming workload at time granularity \(T_2\) around its average hourly predicted value (see Figure 2).

According to equation (1), the average response time for executing locally WS class \(k\) at site \(i\) (i.e., without considering the network delay due to redirects) is given by:

\[
\hat{R}_k^i = D_k + \frac{1}{C^i \mu_k - \left( x^i_k + \sum_{j \neq i} g^i_k \frac{z_j^i}{G^j_k} \right)}.
\]

During time interval \(T_2\) the number of executions of class \(k\) requests at site \(i\) is \(T_2 \ x^i_k + T_2 \ \sum_{j \neq i} g^i_k \frac{z_j^i}{G^j_k}\), and the average response time for remote requests is given by both \(\hat{R}_k^i\) and the delay \(\sum_{j \neq i} d^i_k \frac{g^i_k x^j_k}{G^j_k}\). Therefore the total response time for executing class \(k\) request at site \(i\) is:

\[
R_k^i = \hat{R}_k^i + \sum_{j \neq i} \frac{z_j^i}{G^j_k} \left( x^i_k + \sum_{j \neq i} g^i_k \frac{z_j^i}{G^j_k} \right),
\]

and the total response time for class \(k\) request over all sites is on average:

\[
R_k = \sum_i \frac{\left( x^i_k + \sum_{j \neq i} g^i_k z_j^i \right)}{\hat{\Lambda}_k^i} R_k^i.
\]

The goal of our load redirect scheme is to cooperatively minimize the request average response times. Formally the LR can be formulated as a constraint programming problem since \(R_k \leq \bar{R}_k\) must hold and
the cost for request execution is determined by the CA solution and is not influenced by the LR decision variables. However, in order to provide an efficient distributed solution, in our LR problem formulation we consider the total requests response time as the metric to be minimized. Indeed, experimental results have shown, that introducing an objective function allows us to speed up the distributed algorithm convergence relying on standard non-linear solvers. The LR problem can be formulated as follows:

\[
\min_{x^i_k, z^i_k} \sum_{k} \sum_i \left[ D_k \left( x^i_k + \sum_{j \neq i} g^j_k \frac{z^j_k}{G^j_k} \right) + \frac{(N^i_k + M^i_k) \left( x^i_k + \sum_{j \neq i} g^j_k \frac{z^j_k}{G^j_k} \right)}{C^i \mu_k (N^i_k + M^i_k)} \right]
\]

subject to

\[
x^i_k + z^i_k = \hat{\Lambda}^i_k \quad \forall k \in K, i \in I, \quad (6)
\]

\[
x^i_k + \sum_{j \neq i} g^j_k \frac{z^j_k}{G^j_k} < C^i \mu_k (N^i_k + M^i_k) \quad \forall k \in K, i \in I, \quad (7)
\]

\[
x^i_k, z^i_k \geq 0 \quad \forall k \in K, i \in I.
\]

Constraints (6) ensure that the overall class \( k \) requests at node \( i \) are locally executed or are redirected toward the other sites, while constraints (7) guarantee that VMs saturation conditions are avoided.

\( \text{(LR)} \) defines a centralized load balancing problem: All the system information (i.e., the local incoming workload predictions \( \hat{\Lambda}^i_k \)) has to be gathered and used to get the optimal workload balancing. However, for large scale cloud systems, this centralized load balancing scheme is unsuitable because the \( \hat{\Lambda}^i_k \) broadcast may add a significant network overhead in massively distributed systems (recall \( T_2 \) is around 5-10 minutes).

The main idea we adopted to obtain a fully decentralized algorithm is to exploit prediction techniques to estimate at each site \( i \) also the workload due to the request redirect from other sites. In other words, each term \( \sum_{j \neq i} g^j_k \frac{z^j_k}{G^j_k} \) is replaced by the request redirect estimation \( \hat{\Lambda}^i_k \) which becomes a parameter of the optimization problem. The idea to predict the requests coming from other sites differs from traditional workload prediction approaches, since they are especially oriented to forecast the local incoming traffic \([14],[47]\) or the local load conditions \([21],[29],[43]\).

Note that, the prediction \( \hat{\Lambda}^i_k \) at time scale \( T_2 \) exhibits a noisier behaviour with respect to \( \hat{\Lambda}^i_k \) evaluated at time scale \( T_1 \). Furthermore, if \( \hat{\Lambda}^i_k < \hat{\Lambda}^i_k \), the CA results in a system underprovisioned and load redirection have to be performed in order to satisfy the M/G/1 queue equilibrium condition and to guarantee that \( R_k \leq \bar{R}_k \). As a consequence of \( \hat{\Lambda}^i_k \) noisy behaviour, the request redirection is performed occasionally and the nature of the corresponding workload is characterized by spikes.
The statistical behaviour of $\hat{\lambda}_k$ and the temporal constraint imposed by the application context are the two main elements that influence the choice of the prediction model used by the LR algorithm and will be described in Section V.

The last term in the objective function can be rewritten as:

$$\sum_k \sum_i \sum_{j \neq i} \frac{z_j^i}{G_k^i} = \sum_k \sum_i (|I| - 1) \frac{z_i^k}{G_k^i}$$

Then, the problem $(LR)$ becomes:

$$(LR)$$

$$\min_{x, z} \sum_k \sum_i \left[ D_k \left( x_k^i + \hat{\lambda}_k^i \right) + \frac{(N_k^i + M_k^i) (x_k^i + \hat{\lambda}_k^i)}{C^i \mu_k (N_k^i + M_k^i) - (x_k^i + \hat{\lambda}_k^i)} + (|I| - 1) \frac{z_i^k}{G_k^i} \right]$$

subject to

$$x_k^i + z_k^i = \hat{\lambda}_k^i \quad \forall k \in K, i \in I,$$

$$x_k^i + \hat{\lambda}_k^i < C^i \mu_k (N_k^i + M_k^i) \quad \forall k \in K, i \in I,$$

$$x_k^i, z_k^i \geq 0 \quad \forall k \in K, i \in I.$$

$(LR)$ can be separated by dropping the constants in the objective function and omitting the variables $k$ and $i$ indexes:

$$(LR)_k$$

$$\min_{x, z} \left[ D x + \frac{(N + M) (x + \hat{\lambda})}{C \mu (N + M) - (x + \hat{\lambda})} + (|I| - 1) \frac{z}{G} \right]$$

subject to

$$x + z = \hat{\lambda}$$

$$x + \hat{\lambda} < C \mu (N + M)$$

$$x, z \geq 0$$

Each problem $(LR)_k$ can be solved independently at each site from local information without the need to exchange data with other sites. The objective function of $(LR)_k$ is convex. Indeed the Hessian is:

$$H = \begin{bmatrix}
\frac{2 C \mu (N+M)^2}{(C \mu (N+M) - (x+\hat{\lambda})^2)} & 0 \\
0 & 0
\end{bmatrix}$$
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and in the feasible set under condition (9) the eigenvalues are non-negative. Then, the global optimum can be identified by applying the Karush Kuhn Tucker (KKT) conditions, which are necessary and sufficient for optimality in convex problems.

The solution is obtained through the following theorem.

**Theorem 1:** The global optimum solution for problem \((LR2^i_k)\) can be obtained considering the following cases:

- **Case a:**
  \[
  x = (N + M) \left( C \mu - \sqrt{\frac{C \mu}{\left\lvert \Omega \right\lvert - 1}} - D \right) - \hat{\lambda} \tag{12}
  \]
  \[
  z = \hat{\Lambda} + \hat{\lambda} - \left( C \mu - \sqrt{\frac{C \mu}{\left\lvert \Omega \right\lvert - 1}} - D \right) \tag{13}
  \]

- **Case b:** \(x = \hat{\Lambda}, z = 0\), under the condition: \(\hat{\Lambda} + \hat{\lambda} < C \mu (N + M)\)

- **Case c:** \(x = 0, z = \hat{\Lambda}\), under the condition: \(\hat{\lambda} < C \mu (N + M)\)

**Proof.** See Appendix A.

The global optimum can be obtained by inspection, evaluating the objective function for the three cases reported above. **Case a** corresponds to heavy load conditions for the system where the locally executed and redirected workloads can be obtained by (12) and (13). **Case b** corresponds to light load conditions where the overall load (local and redirected from other sites) is executed locally. Finally, in **Case c** the site serves only requests coming from other sites, while the whole local incoming workload is redirected to other sites. This last solution corresponds to the unusual situation arising when the site is under-provisioned and/or the delay to redirect requests to other site is very low.

V. WORKLOAD PREDICTION MODELS

For each site \(i\) and WS class \(k\), our CA and LR algorithms use a prediction of the (real) local incoming workload \(\Lambda^i_k\) coming from the time zone where the site is located and also an estimate of the workload due to the request redirect from other sites \(\lambda^i_k = \sum_{j \neq i} \frac{g^j_i z^j_k}{G^j_k}\). \(\Lambda^i_k\) is predicted at the two different time scales \(T_1\) and \(T_2\) in order to respect the temporal constraint imposed by the CA and LR problem, respectively. An estimate of \(\lambda^i_k\) is required only at time scale \(T_2\).

The workload characterization literature is especially oriented to the analysis of incoming workload models and their statistical properties (e.g., [38], [14]), but it does not deal with the complexity and mostly unknown statistics of the redirected requests \(\lambda^i_k\). However, in our setting the request redirect estimation could provide a simplification and an useful information for the solution of the LR problem.
Data reaching the site represent the historical basis for prediction and estimation models. Each historical information referring to one workload can be considered as a time series. An important premise is that no prediction model can work if the analyzed time series does not exhibit some predictability characteristics that is, some temporal dependency. The auto-correlation analysis on the time series allows us to show the presence of time dependence and to distinguish between the possibility of achieving or not prediction. Figure 4 reports an example of the daily behavior that characterizes the incoming workload $\Lambda_i^k$ and the redirect workload from other sites $\lambda_i^k$. The latter has been obtained by solving several instances of problem centralized formulation of the LR problem under realistic conditions. The considered workloads exhibit two different behaviors. In particular, $\Lambda_i^k$ is affected by fluctuations because of diurnal activity. Its high values of the autocorrelation function shown in Figure 5 confirm that the measures of the incoming workload are correlated. On the other hand, $\lambda_i^k$ shows jittery perturbations and spikes varying in time and intensity that cause a quick decay of the ACF values shown in Figure 5. A high value of the auto-correlation function suggests that a past measure may be used to predict the future values with some degree of accuracy. The vice versa is true when the ACF between two points tends to zero. It is worth to point out that the results shown in Figure 5 are representative of a very large set of analyses we performed by considering the incoming workload to real systems (including an e-commerce site, an on-line banking site, and a large Italian University Web system).

The lesson learned from our results is the following. Independently of the cloud site, the slow decay of the auto-correlation function of the incoming workload $\Lambda_i^k$ confirms its predictability, while the low
auto-correlation of $\lambda_k^i$ evidences its unpredictable nature. For this reason, a reliable prediction of $\lambda_k^i$ using only its past values is unfeasible. To overcome this issue and to provide a reliable representation of $\lambda_k^i$ without the side effects of spikes, we estimate its actual value by using a filtering technique based on the Exponential Weighted Moving Average (EWMA), as suggested in [8]. In this way, we are able to reduce the out of scale value caused by instantaneous spikes and to extract a smoothed representation of the redirected workload.

In particular the estimate $\hat{\lambda}_k^i(t)$ at time $t$ is evaluated as follows:

$$\hat{\lambda}_k^i(t) = \alpha \lambda_k^i(t) + (1 - \alpha)\hat{\lambda}_k(t - 1)$$

(14)

where $0 < \alpha \leq 1$ is typically set to $1/(1 + 2\pi * f)$ and $f$ is the cutoff frequency of the EWMA filter. See [39] for further details.

Concerning the prediction of $\Lambda_k^i$ we rely on the Exponential Smoothing (ES) method which has been adopted in many fields for decades [23], [8] and is suitable to run-time and non-stationary applications. In general, each prediction mechanism is characterized by several alternative implementations, where the choice about filtering or not filtering input data, and choosing the best parameters of the model in a static or dynamic way are the most significant [22]. These alternatives characterize every prediction models and are especially important when they are used in an autonomic context without the possibility of human intervention and interpretation. In order to predict the local arrival rate $\Lambda_k^i$ the choice for the ES models is motivated by the application context characterized by short-time predictions suitable for fast and autonomic decisions subject to real-time constraints of cloud systems. ES is an intuitive forecasting method that unequally weights the samples of the input time series $\Lambda_k^i$ [32]. Non-uniform weighting is achieved through smoothing parameters which determine how much importance is assigned to each sample. In this paper, we consider a version of ES where parameters are dynamically chosen in order to adapt the prediction model to the workload fluctuations that characterize modern clouds [59].

We limit the discussion to the prediction of the arrival rate $\Lambda_k^i$ at time scale $T_2$. The ES-prediction model at time scale $T_1$ can be obtained in the same way.

At sample $t$, the ES model estimates the local arrival rate at $T_2$ steps ahead, $\hat{\Lambda}_k^i(t + T_2)$ as a weighted average of the last sample $\Lambda_k^i(t)$ and of corresponding predicted sample $\hat{\Lambda}_k^i(t)$, that is equal to:

$$\hat{\Lambda}_k^i(t + T_2) = \gamma_k^i(t)\hat{\Lambda}_k^i(t) + (1 - \gamma_k^i(t))\Lambda_k^i(t), \quad t > T_2$$
where $\hat{\Lambda}_k(T_2)$ is the initial predicted value and $0 < \gamma_k^i(t) < 1$ is the smoothing factor at current sample $t$ related to the site $i$ and to the class $k$ that determines how much weight is assigned to each sample. We obtain a dynamic ES model by re-evaluating the smoothing factor $\gamma_k^i(t)$ at each prediction sample $t$. There are different proposals for the dynamic estimation of $\gamma_k^i(t)$ (e.g., [54], [56], [32], [26]). A widely used procedure is proposed by Trigg and Leach [54] that define the smoothing parameter as the absolute value of the ratio of the smoothed error, $A_k^i(t)$, to the absolute error, $E_k^i(t)$:

$$\gamma_k^i(t) = \frac{A_k^i(t)}{E_k^i(t)}$$

The smoothed and absolute errors are equal to:

$$A_k^i(t) = \phi \epsilon_k^i(t) + (1-\phi)A_k^i(t-T_2)$$

$$E_k^i(t) = \phi |\epsilon_k^i(t)| + (1-\phi)E_k^i(t-T_2)$$

where $\epsilon_k^i(t)$ is the forecast error at sample $t$, $\epsilon_k^i(t) = \Lambda_k^i(t) - \hat{\Lambda}_k^i(t)$, and $\phi$ is set arbitrary with 0.2 being a common choice [54]. This dynamical choice of $\gamma_k^i(t)$ improves the prediction quality and limits the delay problem related to the traditional ES model based on a static choice of the $\gamma_k^i$ parameter. We use an analogous implementation of the ES prediction model to predict the local arrival rate at $T_1$ steps ahead, $\hat{\Lambda}_k^i$. For the sake of simplicity, in the remainder of the paper the $t$ sample index will be omitted.

VI. EXPERIMENTAL RESULTS

The proposed resource management algorithms have been evaluated for a variety of system and workload configurations. Section VI-A presents the experimental settings and the results on the scalability of our algorithms. Section VI-B presents a cost-benefit evaluation of our solution compared with other heuristics and state-of-the-art techniques [23], [59], [58]. Finally, Section VI-C shows the results of the application of our resource management algorithms in a real prototype environment deployed in Amazon EC2.

A. Algorithm Performance

To evaluate the efficiency of the proposed algorithms, we use a large set of randomly generated instances. All tests are performed on VMWare virtual machine based on Ubuntu 9.10 server running on an Intel Nehalem dual socket quad-core system with 32 GB of RAM. The virtual machine has a physical core dedicated with guaranteed performance and 4 GB of memory reserved. We use SNOPT 7.2.4 as the non-linear solver [36].
The number of cloud sites $|I|$ has varied between 20 and 60, the number of request classes $|K|$ between 100 and 1000. The maximum service rate of a capacity one VM for executing class $k$ requests, $\mu_k$, has been varied uniformly in $(0.1,1)$, as in [3], while we set $R_k = 3/\mu_k$, as in [11], [3], [12].

Table II reports, for problem instances of different sizes, the computational time in seconds required to solve the CA problem (figures are the means computed on ten different runs) demonstrating that our solution can determine the global optimal number of VM instances in few minutes, hence it is suitable to be applied on a hourly basis.

The computational time for solving a single $(LR2)_k$ problem instance is few milliseconds. Overall the LR solution is largely scalable and the load redirect mechanism can be reasonably applied at 5-10 minutes time scales without introducing any bottleneck.

### B. Comparison with alternative literature proposals

In order to evaluate the quality of our approach we compare it against the solution which can be obtained by an oracle who has a perfect knowledge of the future workloads and performs capacity allocation and request redirection of time period $T_1$ and $T_2$. Furthermore, we perform a cost-benefit evaluation of our technique by considering other heuristics with a twofold aim. On the one hand we compare our solution with other state-of-the-art proposals which exploit the utilization principle and determine the number of VM instances according to an utilization threshold upper bound [23], [59], [58], [4]. On the other hand, we evaluate the effectiveness of the LR mechanism in the cloud. Indeed, in cloud systems the resource provisioning can be performed in very few minutes and hence instead of redirecting the load to other sites one can argue that the allocation of additional VMs to manage peak of traffics could be more effective.

In this Section we report the results of the comparison of our CA and LR mechanisms with a set of solutions which perform a more fine grained CA at multiple time scales. In the remainder of this Section the following alternative solutions will be considered:

| $|K|$, $|I|$ | Time | $|K|$, $|I|$ | Time | $|K|$, $|I|$ | Time |
|-------------|------|-------------|------|-------------|------|
| 100,20      | 2.3  | 500,20      | 29.3 | 1000,20     | 34.5 |
| 100,40      | 6.4  | 500,40      | 33.3 | 1000,40     | 98.6 |
| 100,60      | 9.3  | 500,60      | 65.6 | 1000,60     | 160.9|

**TABLE II**

**Capacity Allocation Problem Solution Execution Time (sec).**
**Oracle**: The CA is performed every hour, while the LR time period is 5 minutes. The workload prediction is 100% accurate, i.e., for any time instant $\hat{\Lambda}_k^i = \Lambda_k^i$ and $\hat{\Lambda}_k^i = \Lambda_k^i$.

**Heuristic 1**: The CA is performed on a 5 minutes time horizon and the number of VMs is determined according to utilization thresholds as in other approaches proposed in the literature [23], [59], [58] and currently implemented also by IaaS providers (see, e.g., the very recent release of Amazon AWS Elastic Beanstalk [5]). In the evaluation, a life span of one hour for each instantiated VM has been considered. The number of VMs is determined such that the utilization of the VMs is equal to a given threshold $\tau_1$. The VM provisioning is further triggered if the prediction of the VMs utilization is higher than a second threshold $\tau_2 > \tau_1$. Multiple analyses have been performed by adopting different thresholds: $(\tau_1, \tau_2) = (40\%, 50\%), (50\%, 60\%),$ and $(60\%, 80\%)$.

**Heuristic 2**: Same as **Heuristic 1** but the number of VMs is determined by optimally solving the CA problem reported in Section IV-A every 5 minutes.

**Heuristic 3**: Same as **Heuristic 2** but with a 10 minutes time horizon.

The performance parameters of the request classes have been randomly generated as in Section VI-A. The local incoming workload is obtained from the traces, at 5 minutes sample time interval, related to a large dynamic Web-based system. We consider three scenarios:

- **Normal day scenario**: It describes the baseline workload where the number of clients requests changes by following the bi-modal profile shown in [15].
- **Heavy day scenario**: It exhibits a 40% uniform increment in the number of client requests with respect to the baseline workload.
- **Noisy day scenario**: It adds a noise component to the heavy day scenario. We added a white noise with zero mean and standard deviation equal to 10% of the heavy day peak. In this way, we test the robustness of the overall solution in highly variable contexts.

All scenarios are representative of the typical Web-based workload that is characterized by heavy-tailed distributions [25], [13]. Moreover, the heavy scenarios add burst arrivals and flash crowds [38] that contribute to augment the request skew, and they represent a more stressful testbed for prediction models. The motivation behind this choice is to demonstrate that our prediction algorithm works even in critical scenarios and our CA+LR mechanism are robust to workload variability, although the toughest goal of predicting hot spot events remains an open issue beyond the scope of this paper. In particular, the prediction model considered in this paper is able to provide an accurate prediction quality that, in terms of mean square error [22], is always lower than 10%.
Overall we have considered 12 sites. In our LR solution, the decision are made according to the prediction \( \hat{\Lambda}^i_k \) which allows to determine the overall traffic \( x^i_k + \sum_{j\neq i} \frac{g^i_j z^i_k}{G^j} \) to be executed locally. This load includes two parts: the portion of the local incoming workload \( x^i_k \leq \hat{\Lambda}^i_k \), and the one due to the other sites redirect \( \sum_{j\neq i} \frac{g^i_j z^i_k}{G^j} \). In the evaluation we consider as the local workload to the cloud sites the real workload \( \Lambda^i_k \) and the load actually redirected to other site is the traffic exceeding the prediction based value \( x^i_k + \sum_{j\neq i} \frac{g^i_j z^i_k}{G^j} \). In the following quantitative analysis in our solution we set \( T_1 = 1 \text{ hour} \), and \( T_2 = 5 \text{ minutes} \).

Figures 6-11 plot the VM instantaneous costs over the 24 hours for the normal, heavy, and noisy day scenarios. Table III reports the percentage savings of our approach with respect to other solutions considering the total costs over the whole day. In particular Figures 6-8 compare our solution with Heuristic 1 for different values of the thresholds \((\tau_1, \tau_2)\), while Figures 9-11 compare our approach with the oracle and Heuristics 2 and 3.

Results show that our approach is always the most convenient one and it is very close to the oracle solution. Furthermore, even if the oracle has a perfect knowledge of the future it does not always lead to the minimum instantaneous cost. Indeed, if the prediction is slightly lower then the real traffic, then our solution is cheaper than the oracle since a lower number of VMs is adopted. On the other hand, the oracle has the advantage of having no chance to violate the SLA (since there are no unexpected situations).

Concerning this latter issue, Figures 12-13 reports, as an example, the plot of the ratio \( \frac{R^i}{R^i_k} \) of the average response time with respect to the response time threshold of a class considered as a reference at site 1. The plot shape is pretty general and is independent of the considered site and request class. As the results show, the Heuristic 1 is very sensitive to the adopted thresholds. The \((40\%, 50\%)\) case is very conservative: it is around 35\% more expensive than our approach but it always satisfies the response time threshold (the ratio is strictly lower than 1). Vice versa, the \((60\%, 80\%)\) case has costs close to our solution (only 2-4\% higher) but it introduces a very large number of SLA violations especially in the noisy day scenario (see Figure 13). Our solution introduces overall only 37 violations over the 3456 time intervals considered in the 12 sites, over the whole day. Furthermore, Heuristics 1 is more sensitive to traffic variability (the costs incurred in the noisy day scenario are higher). Heuristics 2 and 3 perform better than Heuristics 1, since the number of VMs is optimally determined by the CA problem solutions. However, the LR mechanism is still effective since allows to reduce costs by 4-12\%. The fine grained resource allocation introduced by Heuristics 2 and 3 indeed ends into an over-provisioning and better performance, while the LR mechanism allows to forward traffic spikes to other locations without
Fig. 6. VM instances costs for the normal day scenario.

Fig. 7. VM instances costs for the heavy day scenario.

Fig. 8. VM instances costs for the noisy day scenario.

Fig. 9. VM instances costs for the normal day scenario.

Fig. 10. VM instances costs for the heavy day scenario.

Fig. 11. VM instances costs for the noisy day scenario.

overcoming in any additional capacity allocation or significant SLA violations.
TABLE III
VM percentage cost savings over the 24 hours obtained by our approach.

<table>
<thead>
<tr>
<th>Alternative solution</th>
<th>% Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Normal day</td>
</tr>
<tr>
<td>Oracle</td>
<td>0.00</td>
</tr>
<tr>
<td>Heuristic 1 - (40%, 50%)</td>
<td>35.47</td>
</tr>
<tr>
<td>Heuristic 1 - (50%, 60%)</td>
<td>19.53</td>
</tr>
<tr>
<td>Heuristic 1 - (60%, 80%)</td>
<td>3.12</td>
</tr>
<tr>
<td>Heuristic 2</td>
<td>4.30</td>
</tr>
<tr>
<td>Heuristic 3</td>
<td>11.56</td>
</tr>
</tbody>
</table>

*Fig. 12. Response time threshold ratio for a reference class, normal day scenario.*

*Fig. 13. Response time threshold ratio for a reference class, noisy day scenario.*

**C. Amazon EC2 Test**

The effectiveness of our resource management algorithms has been also evaluated on a real prototype environment deployed on Amazon EC2. We performed experiments running the JSP implementation of the SPECweb2005 [52] benchmark. In particular, we have considered the banking workload, which simulates the access to an online banking Web site implementing a full HTTPS load. SPECweb2005 includes four components: The load generators, the client coordinator, the Web server, and the back-end simulator. The SPECweb2005 load generators inject workload to the system according to a closed model. Users sessions are started according to a given number of users who continuously send requests for dynamic Web pages, wait for an average think time $Z = 10$ s, and then access another page or leave the system according to
a pre-defined session profile\(^1\). The client coordinator initializes all the other systems, monitors the test, and collects the results. The Web server is the component target of the performance assessment (Apache Tomcat 5.5.27 in our setup), while the back-end simulator emulates the database and application parts of the benchmark and it is used to determine the dynamic content of the Web pages.

The Web server has been deployed on a large instance, while the load generators, the client coordinator, and the back-end simulator have been hosted by extra-large Amazon instances (in this way we are guaranteed that they are not the system bottleneck). The test is performed by deploying VM instances in Virginia (Site 1), North California (Site 2), and Europe (Site 3) Amazon regions. We have obtained an estimate of the maximum service rate parameters and the network delay among different Amazon sites by performing an extensive off line profiling along the lines of [46], [40] by collecting a set of statistics and minimizing the mean square error for the response time. Figure 14 shows how the adopted performance model fits the measured data, where \( D = 0.66 \) sec. and \( \mu = 49.02 \) requests/sec. The maximum percentage error on the average response time estimation is less than 20%. The network transfer delay estimated for the three sites are reported in Table IV.

<table>
<thead>
<tr>
<th>Network Transfer Delay</th>
<th>Value [sec]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( d^{1,2} \simeq d^{2,1} )</td>
<td>0.20</td>
</tr>
<tr>
<td>( d^{1,3} \simeq d^{3,1} )</td>
<td>0.29</td>
</tr>
<tr>
<td>( d^{2,3} \simeq d^{3,2} )</td>
<td>0.40</td>
</tr>
</tbody>
</table>

**TABLE IV**

**Network Transfer Delay Estimated among EC2 Amazon Regions.**

We set \( \bar{R} = 0.6 \) seconds as the threshold for the average response time and the overall test lasts two hours. We have generated an appropriate traffic profile (reported in Figures 15-17). In particular Site 1 is characterized by a fluctuating workload, while at Sites 2 and 3 the workload has an almost linear trend (with some noise superimposed). We run the CA algorithm twice at the beginning of each hour. The LR algorithm is run every 10 minutes. The number of on demand VMs allocated at each site for the two hours is reported in Table V. In every region, the load is evenly shared among multiple instances at

\(^1\)Our optimization framework is based on an open performance model: We have estimated the overall incoming workload a priori as \( \Lambda_k = N_k/Z \), since in the considered number of users range, VMs response time was significantly lower than the user think time (we recall that, for the response time law, \( N_k = (R_k + Z_k) \cdot \Lambda_k \)).
each site by registering the VMs with an Amazon Elastic Load Balancer [4]. The load is redirected for 6 over the 12 time intervals and, sometimes, one site concurrently executes the workload coming from the other two regions. Table VI details the nature of the workload executed at each site for every time interval. The overall incoming workload to North California is higher than the others, especially during the second hour. As a consequence, the traffic redirection from Site 2 towards the others is performed more frequently.

<table>
<thead>
<tr>
<th>Hour</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

**TABLE V**

Number of VMs Allocated at Each Amazon Region.

Figures 18-20 show the overall traffic served at the three sites. Finally, Figure 21 reports the average response time (evaluated every 10 seconds) and shows that our CA+LR algorithms are effective since the system satisfy SLA always but in two cases, and it is able to react to abrupt workload variations.

**VII. RELATED WORK**

With the development of autonomic computing systems, dynamic resource allocation techniques have received a great interest both within the Industry and Academia. The solutions proposed can be classified in centralized and distributed. In a centralized approach, a dedicated entity is in charge of establishing
resource allocation, admission control or load balancing for the autonomic system and has a global knowledge of the resources state in the whole network [12], [55].

Centralized solutions are not suitable for geographically distributed systems, such as the cloud or more in general massively distributed systems [7], [34], [31], since no one entity has global information about all system resources. Indeed, the communication overhead required to share the resource state information is not negligible and the delay to achieve state information from remote nodes could lead a centralized resource manager to very inaccurate decisions due to dynamic changes in system conditions, as well as resource consumption fluctuations or unexpected events [34].

Distributed resource management policies have been proposed to govern efficiently geographically distributed systems that cannot implement centralized decisions and support strong interactions among the remote nodes [7]. Distributed resource management is very challenging, since one node’s decisions may inadvertently degrade the performance of the overall system, even if they greedily optimize the
performance of its nodes. Sometimes, local decisions could lead the system even to unstable oscillations [33]. It is difficult to determine the best control mechanism at each node in isolation, so that the overall system performance is optimized. Dynamically choosing when, where and how allocate resources and coordinating the resource allocation accordingly is an open problem and is becoming more relevant with the advances of clouds [31].

One of the first contributions for resource management in geographically distributed systems has been proposed in [7], where novel autonomic distributed load balancing algorithms have been proposed. The algorithms aim to reduce the communication overhead among the system components and to gradually shift portions of requests among the distributed nodes. Authors have proposed a trend-based activation scheme that is based on local system information and exploit cooperation among other nodes. In the work [49] mechanisms to optimize performance within a geographical node and to redirect requests to the best remote node have been proposed. In distributed streaming networks, authors in [34] have proposed a joint admission control and resource allocation scheme, while [57] has proposed optimal scheduling techniques. Scheduling in streaming systems faces the problem that the incoming workload would far exceed system capacity much of the time. In cloud based systems, a joint solution for the capacity allocation and load balancing among multiple IaaS sites based on Lagrangian decomposition techniques has been presented.

<table>
<thead>
<tr>
<th>LR Time Instant</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>2</td>
<td>Local</td>
<td>Local + Site 1</td>
<td>Local + Site 1</td>
</tr>
<tr>
<td>3</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>4</td>
<td>Local + Site 2 + Site 3</td>
<td>Local + Site 3</td>
<td>Local + Site 2</td>
</tr>
<tr>
<td>5</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>6</td>
<td>Local + Site 2</td>
<td>Local</td>
<td>Local + Site 2</td>
</tr>
<tr>
<td>7</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>8</td>
<td>Local + Site 2</td>
<td>Local + Site 1</td>
<td>Local + Site 1 + Site 2</td>
</tr>
<tr>
<td>9</td>
<td>Local + Site 3</td>
<td>Local + Site 3</td>
<td>Local</td>
</tr>
<tr>
<td>10</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>11</td>
<td>Local</td>
<td>Local</td>
<td>Local</td>
</tr>
<tr>
<td>12</td>
<td>Local</td>
<td>Local + Site 1</td>
<td>Local + Site 1</td>
</tr>
</tbody>
</table>

TABLE VI
WORKLOAD EXECUTED AT EACH AMAZON REGION.
in [11], [10], while in [48] a structured peer-to-peer network based on distributed hash tables has been proposed supporting service discovery, self-managing, and load-balancing of cloud based applications.

In the distributed resource management area, researches are borrowing some ideas also from the biological world [50]. Biology-inspired techniques have been used in self-aggregation algorithms to establish and maintain groups of software components that cooperate to reach a common goal [27], [45], to implement performance and energy-aware virtual machines live migration, and for the self-provisioning of cloud based applications [19]. To the best of our knowledge, this paper is the first contribution that proposes an analytical solution to the capacity allocation and load redirect mechanism for cloud systems.

With the focus on load redirect, a considerable amount of work has been done facing the problem of sharing the load evenly in massively distributed Web systems [24]. Two-level dispatching schemes, where client requests are initially assigned by the DNS, and each Web server may redirect a request to any
other server of the system through the HTTP redirection mechanism, have been proposed in [9], [20]. DNS-based routing is the first solution that has been proposed to handle multiple Web servers hosting a Web site. It was originally conceived for locally distributed Web systems even if now it is commonly used in geographically distributed Web systems [41]. Other request redirection strategies that use the built-in HTTP mechanism have been proposed in [17], [35]. Finally, in [42] the URL rewriting mechanism have been proposed. Such a mechanism integrated with a multiple-level DNS routing technique is also used by Content Delivery Networks, such as Akamai [2].

Prediction algorithms have also an important role in the development of autonomic computing systems. A recent survey can be found in [22]. Prediction in a noisy context related to autonomic decisions does not require just the application of one suitable model, but a complex mechanism with several alternatives. The presence of dozen of models, each with many parameters, disorients the choice because, to the best of our knowledge, there is no criteria for choosing which model is better in a certain context, how to set the model parameters, whether input data treatment is really necessary. For example, several models were proposed to forecast the resource state of servers that can be extended to Internet data center contexts. For example, the Linear Regression model was applied to Web-based systems [21], the Exponential Smoothing to the running time of jobs [30], [51], the Holt’s methods to the throughput of large TCP transfers [37], the Autoregressive and Autoregressive Integrated Moving Average to the load [29], [53] and network traffic [47]; the tendency based predictors, such as the Cubic Spline, to the CPU load [43].

VIII. CONCLUSION

In this paper distributed Capacity Allocation and Load Redirect algorithms have been proposed aiming at the minimization of costs in infrastructure as a service cloud systems. The presented solution acts at multiple time scales and integrates prediction techniques with non-linear optimization models. A sound decomposition of the optimization problems has been provided. The effectiveness of our approach has been assessed by performing simulation and experiments in a real prototype environment running in Amazon EC2. Synthetic as well as realistic workloads and a number of different scenarios of interest have been considered. A comparison with other solutions proposed in the literature shows that our solutions outperform alternative methods providing costs up to 35% lower, without introducing significant SLA violations. Furthermore, our solutions are very closed to the ones found by an oracle with perfect knowledge of the future. Ongoing work aims at extending the optimization problem in order to support also the decision on the capacity of the running instances and to model the use of private infrastructures.
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Theorem 1 Proof.

Let us introduce multipliers $L_1$ for constraint (8), $L_2$ for the queue equilibrium condition (9), and $L_3$, $L_4$ for the non negativity constraints on $x$ and $z$ respectively ($L_1$ is unrestricted in sign, while the other multipliers have to be non-negative).

The Lagrangian for $(LR2_i^j)$ problem is

$$L(x, z, L_1, L_2, L_3, L_4) = Dx + \frac{(N + M)(x + \hat{\lambda})}{C\mu(N + M) - (x + \hat{\lambda})} + (|I| - 1)\frac{z}{G} - L_1(\hat{\Lambda} - x - z) - L_2(C\mu(N + M) - x - \hat{\lambda}) - L_3x - L_4z.$$  

The KKT conditions provide the following set of equations to be solved together with the feasibility of $x$ and $z$ for problem $(LR2_i^j)$:

$$\begin{align*}
\frac{\partial L}{\partial x} &= D + \frac{C\mu(N + M)^2}{C\mu(N + M) - (x + \hat{\lambda})} + L_1 + L_2 - L_3 = 0 \\
\frac{\partial L}{\partial z} &= \frac{|I| - 1}{G} + L_1 - L_4 = 0 \\
L_1(\hat{\Lambda} - x - z) &= 0 \\
L_2(C\mu(N + M) - x - \hat{\lambda}) &= 0 \\
L_3x &= 0 \\
L_4z &= 0
\end{align*}$$

First of all, note that we have always $L_2 = 0$, since the queue equilibrium condition is a strict inequality.

Let us now examine the possible cases:

- $x > 0$, $z > 0$: If we assume $x > 0$ and $z > 0$ then, for the non negativity slack conditions, we get $L_3 = L_4 = 0$. From the second KKT system equation we obtain $L_1 = -\frac{|I| - 1}{G}$ and then we can derive equation (12). Finally from (8) we get case a equation (13).

- $x = \hat{\Lambda}$: If we set $x = \hat{\Lambda}$, then from equation (8) we get $z = 0$. The solution is feasible iff $\hat{\Lambda} + \hat{\lambda} < C\mu(N + M)$ holds. Hence, we get case b conditions.

- $z = \hat{\Lambda}$: If we set $z = \hat{\Lambda}$, from equation (8) we get $x = 0$, and hence the local incoming workload is totally redirected. The solution is feasible iff $\hat{\lambda} < C\mu(N + M)$ holds. Hence, we get case c conditions.

- $x = 0$, $0 \leq z < \hat{\Lambda}$ or $0 \leq x < \hat{\Lambda}$, $z = 0$: Under these assumptions no solution can be obtained since equation (8) can not hold.