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Abstract—In this manuscript we propose a robust and low-complexity acoustic source localization technique based on Time Differences Of Arrival (TDOA), which addresses the scenario of distributed sensor networks in 3D environments. Network nodes are assumed to be unsynchronized, i.e., TDOAs between microphones belonging to different nodes are not available. We begin with showing how to select feasible TDOAs for each sensor node, exploiting both geometrical considerations and a characterization of the overall Generalized Cross Correlation (GCC) shape. We then show how to localize sources in the space-range reference frame, where TDOA measurements have a clear geometrical interpretation that can be fruitfully used in the scenario of unsynchronized sensors. In this framework, in fact, the source corresponds to the apex of a hypercone passing through points described by the sole microphone positions and TDOA measurements. The localization problem is therefore approached as a hypercone fitting problem. Finally, in order to improve the robustness of the estimate, we include an outlier detection procedure based on the evaluation of the hypercone fitting residuals. A refinement of source location estimate is then performed ignoring the contributions coming from outlier measurements. A set of simulations shows the performance of individual blocks of the system, with particular focus on the effect of TDOA selection on source localization and refinement steps. Experiments on real data validate the localization algorithm in an everyday scenario, proving that good accuracy can be obtained while saving computational cost in comparison with state-of-the-art techniques.

Index Terms—Acoustic source localization, distributed acoustic sensor networks, space-range reference frame, TDOA selection

I. INTRODUCTION

Thanks to the increasing availability of inexpensive small-scale hardware devices with wireless communication capabilities, distributed sensor networks are steadily gaining popularity in a wide range of application scenarios, including security, environmental monitoring and elderly care. Acoustic source localization is a feature that is often required in these scenarios [1], as it is used, for example, for automatically pointing a video camera towards the active speaker in a tele-conference [2], [3], [4], [5]; to detect and localize intrusions in areas where vision-based systems area likely to fail due to poor illumination or occlusions [6], [7], [8]; to monitor the environment [9], [10].

In this manuscript we propose a technique for the 3D localization of acoustic sources using a distributed network of compact microphone arrays. Numerous algorithms have been developed for the localization of acoustic sources. Among the most popular of them are those based on the local (at node level) computation of the Generalized Cross Correlation (GCC) [11] (or modified versions thereof [12], [13]). These techniques are roughly split into two categories: i) those based on Steered Response Power (SRP) [14], [15]; and ii) those based Time Difference Of Arrival (TDOA) [16], [17], [18], [19]. In its original formulation, SRP localizes sources through an inverse mapping of the GCC samples onto candidate source locations. Building the GCC map and searching for its maximum, however, is a computationally intensive task if approached in a brute-force fashion. This is why the following proposed improvements focused on the reduction of the computational cost [20], [21], [22]. In a distributed sensor network scenario, however, the fact that each microphone array has to transmit the whole GCC to the central processing node, is an inherent disadvantage because it has an evident impact on bandwidth requirements.

Methods based on TDOAs aim at localizing the source from the sole knowledge of the propagation delay of the acoustic wavefront at different microphone pairs. The TDOA is estimated at each microphone pair as the lag corresponding to the maximum of the GCC computed on signals acquired by the considered pair. In a typical scenario, TDOAs are computed between a reference microphone and all the remaining ones. Different methodologies of this sort have been proposed, based on both Maximum Likelihood Estimation [23], [24], [25], [26], [27] and Least Squares method [16], [17], [18], [28], [29], [30], [31]. The main advantage of these techniques is their modest computational cost, as they do not require either building an inverse map or performing an exhaustive search. Instead, they typically localize the source through the minimization of a cost function, and the most computationally efficient approaches are those based on a closed-form optimization (e.g., [29], [30]). Furthermore, bandwidth requirements turn out to be rather modest, because what is being transmitted over the network are TDOA values only. It is well-known in the literature, however, that TDOA-based methods tend to be sensitive to reverberation and background noise.
In this manuscript we propose a TDOA-based methodology for the localization of acoustic sources in moderately reverberant environments, which is suitable for distributed sensor networks. Two are the main challenges that we tackle, while keeping computational cost at bay: i) robust TDOA estimation in reverberant environments; ii) source localization using TDOAs coming from unsynchronized microphone arrays. As far as the first challenge is concerned, reverberation severely impacts on the GCC generating multiple spurious peaks, among which the correct TDOA must be selected. In this manuscript, robustness against reverberation is obtained through a method inspired by the DATEMM (DisAmbiguation of TDOA measurement in Multisource MultiPath) algorithm [33], [34], [35], [36], [37]. In its original formulation, DATEMM selects the TDOAs to be used for localization from a number of candidate peaks in the GCC exploiting geometric constraints. In this manuscript, we rethink the DATEMM algorithm in order to render it suitable for the scenario of distributed networks of small microphone arrays, where the reduction of computational complexity is of utmost importance. In particular, from DATEMM we inherit the zero-sum condition (TDOAs over closed-loop microphone paths must add to zero) and propose a two-step procedure: the zero-sum condition on cyclic paths is first used for narrowing down the set of GCC peaks; we then define and use criteria based on the overall shape of the GCC and on the magnitude of the peaks of the candidate TDOAs to select the final TDOA estimates. This second step is partially inspired by previous works [38], [39], [40], [41]. Notice that one key feature of this approach is that TDOA selection can be performed locally (at node level), and many operations can be implemented in the form of simple sums and lookups on precomputed tables. The impact on the computational cost is therefore very modest compared to the original DATEMM algorithm.

In order to perform source localization, we start from the space-range method introduced in [19] for 2D geometries and further investigated in [42], and re-formulate it to render it suitable for 3D localization. We will see that, in the 3D geometric space, TDOA measurements and microphone positions define the surface of a hyper-cone, whose apex corresponds to the source location. Therefore, localizing the source means finding the hyper-cone that best fits the measurements through the minimization of a cost function. As done in [19], we show that this representation can be fruitfully used to accommodate the case of unsynchronized sensor nodes. TDOAs coming from unsynchronized sensors, in fact, suffer from a shift along the range axis (which is only one of the dimensions of the space-range frame). The cost function can therefore be defined to accommodate this shift, and enable simultaneous source localization and realignment of measurements. In this work, however, the cost function is modified to account for all the possible TDOAs within each sensor node. Therefore, with respect to [19], we relax the constraint of having to work with a reference microphone for each node.

In order to further improve the localization accuracy, we include an \textit{a-posteriori} refinement step, which is based on the evaluation of the residual of the hyper-cone fitting cost function. If the residual exceeds a prescribed threshold, we search for the sensor nodes that are responsible for corrupted TDOAs, and remove their contribution to the cost function. Localization is then recomputed without such contribution. Simulations and experimental results show that this refinement procedure greatly improves the localization accuracy.

This manuscript is organized as follows. Section II provides a brief overview of some state-of-the-art techniques, formulates the problem and introduces the notation used throughout the manuscript. Section III explains the overall localization procedure detailing each step. An analysis of the computational complexity is given in Section IV. Section V describes some experiments and compares localization accuracy and computational cost with a well-known state-of-the-art technique. Finally, Section VI draws some conclusions.

II. PROBLEM FORMULATION AND BACKGROUND

In this manuscript we discuss the problem of acoustic source localization using Distributed Sensor Networks (DSN) in the presence of reverberations. Our goal is to achieve state-of-the-art localization accuracy and robustness with a significant reduction of the computational complexity.

With reference to Fig. 1, let us consider a spatial distribution of \( L \) independent and unsynchronized nodes. Each node is equipped with a compact microphone array that accommodates \( N^{(l)} \) microphones, \( l = 1, \ldots, L \). Let \( m_i^{(l)} = [x_i^{(l)}, y_i^{(l)}, z_i^{(l)}]^T \), \( i = 1, \ldots, N^{(l)} \) be the 3D coordinates of the \( i \)th microphone of the \( l \)th array. We assume that only the microphones that belong to the same array (node) are synchronized. This means that we can only estimate TDOAs of microphone pairs that belong to the same array, i.e., only the TDOAs \( \tilde{\tau}_{ij}^{(l)} \) computed between the \( i \)th and \( j \)th microphones of the same node \( l \) are available. The source is assumed to be at the unknown location \( x_S = [x_S, y_S, z_S]^T \). With no loss of generality we center the reference system at the first microphone of the first array, i.e., \( m_1^{(1)} = [0, 0, 0]^T \). With reference to this scenario, in this Section we briefly outline some state-of-the-art methods for TDOA extraction in challenging situations. We then introduce the framework for source localization from TDOAs, pointing
out the problems that need to be addressed for distributed sensor networks.

A. TDOA measurements in adverse environments

The TDOA measures the difference between the times of arrival of an acoustic wavefront at two given microphones. In ideal conditions (no reverberation or any other forms of interferences) TDOAs are quite straightforwardly estimated using the Generalized Cross Correlation (GCC). Given the time-discrete signal $s_l^{(i)}(n)$ acquired by the $i$th microphone in the $l$th array, the GCC between the $i$th and $j$th microphone of the same array is computed as

$$ R_{ij}^{(l)}(n) = \mathcal{F}^{-1}\left\{ \frac{\mathcal{F}[s_i^{(l)}(n)] \mathcal{F}[s_j^{(l)}(n)]^*}{\mathcal{F}[s_i^{(l)}(n)] \mathcal{F}[s_j^{(l)}(n)]^*} \right\}, \quad (1) $$

where $\mathcal{F}$ is the Discrete Fourier Transform (DFT), $\mathcal{F}^{-1}$ is its inverse and the superscript $*$ denotes complex conjugation. The discrete-time TDOA estimate (expressed in samples) corresponds to the time lag $\tau_{ij}^{(l)}$ that maximizes the GCC. The time-domain TDOA is given by $\tau_{ij}^{(l)} = \bar{\tau}_{ij}^{(l)}/F_s$, where $F_s$ is the sampling frequency.

In the presence of reverberations, the GCC presents multiple secondary peaks, the magnitude of which could be even larger than that of the direct path of the target source. Even in such adverse conditions, however, the GCC is still informative, as peaks related to reverberation can be removed using some geometrical and mathematical considerations based on signal propagation. A popular algorithm developed for this purpose is DATEMM [33], [34], which exploits two criteria: the raster condition and the zero-sum condition. The former compares the autocorrelation with the GCCs for discarding the GCC peaks generated by reflections. The latter amounts at matching peaks in the GCC to each source that is present in the environment. The zero-sum condition exploits the fact that the sum of TDOAs over closed paths of three or more microphones (i.e., paths that begin and end at the same microphone) is bound to be zero (see Fig. 2). After enabling the selection of feasible paths, DATEMM aggregates further compatible microphone paths in order to extend the set of available measurements.

Implementing the raster and the zero-sum conditions could be too demanding for a DSN. In order to reduce the computational cost, in [35] the authors show that the use of the sole zero-sum condition is, in fact, sufficient for discarding wrong TDOAs. The goal of [34], [35], however, is to collect the largest number of correct TDOAs without worrying about outliers. This, in a scenario like ours, would cause the TDOA selection process to become overwhelming. Moreover, as shown in Section V.A, just a few correct TDOAs are sufficient to accurately localize the source but the presence of even a single outlier in the TDOA set (e.g., a TDOA related to a reflected path) would severely affect the localization accuracy. This is why the selection of accurate TDOAs is very important to us, and we base that upon criteria related to the quality of selected measurements, which are inspired by [39], [41] and are based on the overall shape of the GCC from which the TDOAs have been extracted.

B. Localization from unsynchronized TDOAs

In [19], we proposed an algorithm for source localization that envisions the collaboration between unsynchronized arrays. In that setup, however, a reference microphone for each array was defined. In this manuscript we remove that condition, and define a single global reference microphone.

With no loss of generality, we set the origin of the time axis on the global reference microphone $m_1^{(1)}$. Moreover, TDOA measurements $\tilde{\tau}_{ij}^{(l)}$ are converted to range differences $\tau_{ij}^{(l)} = \eta \cdot \tilde{\tau}_{ij}^{(l)}$, by simply scaling each value according to the propagation speed of sound $\eta$. If we define with $r$ the range difference between a microphone located in a generic point $x = [x, y, z]^T$ and the reference one, we can write that

$$ ||x_S - x|| - ||x_S - m_1^{(1)}|| = r. \quad (2) $$

By inserting $r_S = -||x_S - m_1^{(1)}||$ into (2), after expanding and rearranging the terms we obtain

$$ (x - x_S)^2 + (y - y_S)^2 + (z - z_S)^2 = (r - r_S)^2. \quad (3) $$

Eq. (3) describes a hyper-cone in the space-range reference domain $(x, y, z, r)$, with apex in the source location $(x_S, y_S, z_S, r_S)$. For the $i$th microphone in the $l$th array we can write that

$$ (x_i^{(l)} - x_S)^2 + (y_i^{(l)} - y_S)^2 + (z_i^{(l)} - z_S)^2 = (r_i^{(l)} - r_S)^2. \quad (4) $$

The term $r_i^{(l)}$ represents the range difference between the $i$th microphone in the $l$th array and the global reference microphone $m_1^{(1)}$, i.e., $r_i^{(l)} = ||x_S - m_i^{(l)}|| - ||x_S - m_1^{(1)}||$. Due to the lack of synchronization, $r_i^{(l)}$ cannot be directly measured. However, as shown in Fig. 3, it is possible to relate
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Fig. 2: Graph representation of a microphone array. Each graph node is a microphone, while each branch is a TDOA. Dashed and solid lines represent two different closed circuits. The sum of signed TDOAs over closed circuits must be zero.

Fig. 3: Relation of the range differences measured between microphones $m_i^{(l)}$ and $m_j^{(l)}$ in the $l$th array and the global reference microphone $m_1^{(1)}$. 
$r^{(l)}_i$ to the range difference $\tilde{r}^{(l)}_{ij} = \|x_S - m^{(l)}_i\| - \|x_S - m^{(l)}_j\|$ measured between the pair of microphones $m^{(l)}_i$ and $m^{(l)}_j$. In particular, we can write

$$r^{(l)}_i = \|x_S - m^{(l)}_i\| - \|x_S - m^{(l)}_j\| + \|x_S - m^{(l)}_j\| - \|x_S - m^{(l)}_1\| = \tilde{r}^{(l)}_{ij} + r^{(l)}_j,$$

where

$$r^{(l)}_j = \|x_S - m^{(l)}_j\| - \|x_S - m^{(l)}_1\|.$$  

By using (5) in (4) we finally obtain

$$(x_i^{(l)} - x_S)^2 + (y_i^{(l)} - y_S)^2 + (z_i^{(l)} - z_S)^2 = (\tilde{r}^{(l)}_{ij} + \|x_S - m^{(l)}_j\| - \|x_S - m^{(l)}_1\| - r_S)^2.$$  

In doing so, we do not need to explicitly estimate the range offsets (as done, e.g., in [43]), since (6) constrains $r^{(l)}_i$ to $x_S$. Therefore, in (7) the only unknowns are $x_S, y_S, z_S$ and $r_S$, i.e., the coordinates of the source in the space-range reference frame. Notice also that (5) assumes the knowledge of the microphone locations in a common reference frame. Several algorithms are available in the literature for the self-localization of arrays [44], [45], [46], [47]. This problem, however, goes beyond the scope of this manuscript. We, therefore, assume the arrays to be calibrated in advance.

As we can see, the 3D acoustic source localization problem has now become that of finding the hyper-cone that best fits the data $[x_i^{(l)}, y_i^{(l)}, z_i^{(l)}, \hat{r}^{(l)}_{ij}]^T, i = 1, \ldots, N, l = 1, \ldots, L$, where $\hat{r}^{(l)}_{ij}$ denote the measured range differences. The first three coordinates of the hyper-cone apex $\hat{x}_S = [\hat{x}_S, \hat{y}_S, \hat{z}_S]^T$ yield the estimate of the source position $x_S$.

### III. Source Localization System

The acoustic source localization system that we propose is based on the scheme of Fig. 4. As a first step, TDOAs are estimated from the acquired signals. In order to do so, GCCs are computed for all the microphone pairs of the same node. Multiple TDOA candidates $T_k$ are estimated from the peaks of the GCCs. Then, a TDOA disambiguation system is applied to select physically acceptable TDOA combinations $T_k$ that are referred to the same source. At this point, 3D source location estimate $\hat{x}_S$ are computed from the selected TDOAs through the minimization of a suitable cost function. The residuals of the cost function $\epsilon^{(l)}_{ij}$ are used for computing a reliability index related to the estimated source location. If this index exceeds a prescribed threshold $\Gamma_z$, the TDOAs that pertain the sensor node that introduces the highest residuals are marked as outliers. This check is repeated iteratively until the reliability index goes below the threshold or a minimum number of sensor is reached. Eventually, the outliers are removed from the set of TDOAs, and source localization is repeated in order to obtain a refined estimate. In the following we provide a detailed description of each algorithm’s step and analyze the system computational complexity.

### A. Computation of the TDOAs

The first step is the computation of the GCC for all the “intra-node” microphone pairs, for a total of $N(N-1)/2$ GCCs per array. In the DSN scenario each node is usually equipped with just a few microphones (in our experiments $N = 4, \forall l$). As TDOAs are independent from one node to another, for notational compactness, in this subsection we will drop the index $l$ and focus on a single array.

In real environments GCCs exhibit many peaks (as mentioned in Section II), which complicates the selection of the correct peak. In order to solve this problem, we apply a disambiguation method that aims at selecting a small trusted set of TDOAs belonging to a single active source for each array. This is done by first selecting feasible TDOA sets, then ranking them and selecting the best one.

**TDOAs disambiguation.** Disambiguation begins with the selection of the TDOAs associated with the three largest peaks of each GCC, as proposed in [35]. More formally, considering the GCC $R_{ij}(n)$ between microphones $i$ and $j$, we select the TDOA candidates $\tilde{\tau}^{o}_{ij} = \hat{\tau}^{o}_{ij}/F_s, o = 1, 2, 3,$ where $\hat{\tau}^{o}_{ij}$ is the lag associated to the $o$th peak in $R_{ij}(n)$. Considering all the closed paths of three or four microphones, we build all the $K$ possible sets of three or four TDOA candidates. Denoting with $T_k$ the $k$th candidate set, we check the zero-sum condition for each of them. The choice of checking the zero-sum condition only on paths of three or four microphone has a twofold reason: the former being that sensors are typically equipped with a small number of microphones; the latter is that, as shown in Section V, an accurate localization is possible with just four microphones per node. Theoretically, for each feasible set $T_k$, the zero-sum condition

$$z_k = \sum_{\tilde{\tau}^{o}_{ij} \in T_k} \tilde{\tau}^{o}_{ij} = 0$$

should be exactly verified. In practice, due to noisy TDOAs, $z_k$ generally differs from zero. For this reason, in order to preliminarily purge unfeasible measurements, we discard all the sets $T_k$ such that $|z_k| > \Gamma_z, \Gamma_z$ being a tolerance threshold ($\Gamma_z = 3$ samples in our experiments). After this step, we are left with just a few sets of physically feasible TDOAs $T_k$.

**Selection of TDOAs.** The zero-sum condition is necessary but not sufficient for determining the TDOAs that are associated to direct path from the acoustic source [34]. Consequently, in order to select the set $T_k$ that most likely contains TDOAs belonging to the real source, we cannot rely only on TDOA disambiguation. Instead, we compute three additional quality measures associated to each $T_k$. The rationale behind the selected quality metrics is that a TDOA corresponding to a direct path usually corresponds to the largest peak of the GCC [34]. Moreover, as shown in [40], TDOAs coming from large GCC peaks with are more reliable than others. The first quality metric is the average of normalized GCC peaks associated to TDOAs in set $T_k$:

$$q^{(1)}_k = \frac{1}{|T_k|} \sum_{\tilde{\tau}^{o}_{ij} \in T_k} \frac{R_{ij}(\tilde{\tau}^{o}_{ij})}{\max[R_{ij}(n)]},$$  

where $R_{ij}(n)$ are the GCCs of the $T_k$.
where \(|\mathcal{T}_k|\) is the cardinality of the set \(\mathcal{T}_k\) (i.e., \(|\mathcal{T}_k| \in \{3, 4\}\) depending on the considered closed-path length) and \(p_{ij}^k\) is the lag associated to TDOA \(\tilde{\tau}_{ij}^k\). What \(q_{k}^{(1)} \in [0, 1]\) describes is the magnitude of peaks of TDOAs in the set \(\mathcal{T}_k\). The second quality metric is the average over all the GCCs used for generating that originate TDOAs, instead of rating TDOAs. The third quality measure is closely related to \(q_{k}^{(1)}\). This quantity rates the GCCs to three or four values, depending on the considered closed-path length) and \(\hat{\nu}_k\) the magnitude of peaks of TDOAs in the set \(\mathcal{T}_k\). The second quality metric is the average over all the GCCs used for generating the TDOAs in the set \(\mathcal{T}_k\):

\[
q_{k}^{(2)} = \frac{1}{|\mathcal{T}_k|} \sum_{i,j,o : \tilde{\tau}_{ij}^k \in \mathcal{T}_k} \max[R_{ij}^k(n)],
\]

which is closely related to \(q_{k}^{(1)}\). This quantity rates the GCCs that originate TDOAs, instead of rating TDOAs. The third quality measure is defined as the product of all ratios between first and second peak, over all the GCCs used for generating the TDOAs in the set \(\mathcal{T}_k\):

\[
q_{k}^{(3)} = \prod_{i,j,o : \tilde{\tau}_{ij}^k \in \mathcal{T}_k} \frac{\max[R_{ij}^k(n)]}{\max_2[R_{ij}^k(n)]},
\]

where \(\max_2[\cdot]\) extracts the second maximum value. The first-to-second peak ratio is proved to be an effective measure of the quality of the GCC [40]. Notice that the product is extended to three or four values, depending on the considered closed-circuit length. This results in a different weighting for circuits of different length.

In order to associate a global quality measure to each \(\mathcal{T}_k\), we use a linear combination of the above quality values:

\[
Q_k = \sum_{p=1}^{3} \lambda_p q_{k}^{(p)},
\]

where \(\lambda_p\) is the weight of the quality measure \(q_{k}^{(p)}\), which are to be experimentally determined and tuned to fit a specific environment. Eventually, we find \(\mathcal{F} = \arg\max_k Q_k\), which denotes the closed TDOA path \(\mathcal{F}\) with the highest quality score.

B. Source localization

Consider a source located at \(x_S = [x_S, y_S, z_S]^T\). If all range differences were noiseless, the hyper-cone equation (4) would be exactly satisfied. However, finite sampling frequency, finite bandwidth of the source and noise in the acquisition circuitry produce inaccuracies in the measurement chain. For this reason we define the Hyper-Cone Equation (HCE) metric as

\[
\varepsilon_{ij}^{(l)}(X) = (x_i^{(l)} - x)^2 + (y_i^{(l)} - y)^2 + (z_i^{(l)} - z)^2 - \hat{r}_{ij}^{(l)(r)} - r^2,
\]

which measures how well (4) is satisfied by the point \(X = [x, y, z]^T\) in the space-range domain. Here, according to (6), \(r_{ij}^{(l)} = \|x - m_i^{(l)}\| - \|x - m_1^{(1)}\|\). The corresponding cost function is defined as

\[
J(X) = \sum_{l=1}^{L} \sum_{i=1}^{N(i)} \sum_{j=1}^{N(i)} P_{ij}^{(l)} \left[\varepsilon_{ij}^{(l)}(X)\right]^2,
\]

where \(P_{ij}^{(l)}\) is an indicator function defined as

\[
P_{ij}^{(l)} = \begin{cases} 1 & \text{if } r_{ij}^{(l)} \in \mathcal{F}^{(l)} \\ 0 & \text{otherwise} \end{cases}.
\]

The set \(\mathcal{F}^{(l)}\) is obtained from the set \(\mathcal{T}^{(l)}\), and is defined to contain the TDOAs relative to the best closed path according to the metric (11) for the \(l\)th sensor node. In particular, \(\mathcal{F}^{(l)}\) contains: the TDOAs \(\tau_{ij}^{(l)} \in \mathcal{T}^{(l)}\); the TDOAs \(\tau_{ij}^{(l)} = -\pi_{ij}^{(l)}\) such that \(\tau_{ij}^{(l)} \in \mathcal{T}_F^{(l)}\); and the zero-valued TDOAs \(\tau_{ii} = 0\) for which a TDOA with subscript \(i\) (in any of the two positions) exists in \(\mathcal{T}_F^{(l)}\). More formally,

\[
\mathcal{F}^{(l)} = \left\{ \tau_{ij}^{(l)} : \tau_{ij}^{(l)} = -\tau_{ij}^{(l)} \in \mathcal{T}^{(l)} \right\} \cup \left\{ \tau_{ii}^{(l)} = 0, \tau_{ij}^{(l)} = 0 : \exists \tau_{ij}^{(l)} \in \mathcal{T}^{(l)} \right\}.
\]

As an example, if \(\mathcal{T}^{(l)} = \{\tau_{12}^{(l)}, \tau_{23}^{(l)}, \tau_{31}^{(l)}\}\), then \(\mathcal{F}^{(l)} = \{\tau_{12}^{(l)}, \tau_{23}^{(l)}, \tau_{31}^{(l)}\} \cup \{\tau_{12}^{(l)}, \tau_{23}^{(l)}\} \cup \{\tau_{11}^{(l)}, \tau_{22}^{(l)}, \tau_{33}^{(l)}\}\).

It is important to observe that the dependency of the cost function in (13) from the global reference point \(m_1^{(1)}\) is purely geometrical. Thus, the cost function can be correctly evaluated even when no TDOAs referred to the microphone at \(m_1^{(1)}\) are considered (i.e., when \(\tau_{i1}^{(1)} \notin \mathcal{T}^{(l)}\), \(i = 2, \ldots, N(1)\)).

The source location \(x_S\), along with the term \(r_S\), is estimated as

\[
x_S = [x_S^T, \hat{r}_S]^T = \arg\min_x J(X).
\]
However, as \( J(X) \) is non-linear, we cannot exploit a trivial closed-form solution to find its minimum. For this reason, the minimization of \( J(X) \) is accomplished as in [19], where an iterative optimization is formulated starting from a Taylor expansion of the cost function. The rationale behind the minimization approach is to approximate the cost function through linearization, find the minimum of the approximated cost-function in closed-form, update the linear approximation and iterate the process until convergence.

To provide the reader a better insight into the minimization procedure, let us consider the first order Taylor expansion of the HCE metric around a given initial guess point \( X_{S,0} \)

\[
e_{ij}^{(l)}(X) \approx e_{ij}^{(l)}(X_{S,0}) + \nabla e_{ij}^{(l)}(X)|_{X_{S,0}} \cdot (X - X_{S,0}),
\]

where

\[
\nabla e_{ij}^{(l)}(X) = \begin{bmatrix}
\frac{\partial e_{ij}^{(l)}(X)}{\partial x} & \frac{\partial e_{ij}^{(l)}(X)}{\partial y} & \frac{\partial e_{ij}^{(l)}(X)}{\partial z}
\end{bmatrix}.
\]

We can rewrite (17) using vector notation as

\[
e(X) \approx e(X_{S,0}) + \nabla e(X)|_{X_{S,0}} \cdot (X - X_{S,0}),
\]

where we stack all the terms \( e_{ij}^{(l)}(X) \) with \( P_{ij}^{(l)} \neq 0 \) into the column vector \( e(X) \) and we build the Jacobian matrix \( \nabla e(X) \), whose rows contain the gradient of the elements in \( e(X) \) computed using (18). Evaluating (19) in \( X_S \) leads to

\[
ev(X_S) + \nabla e(X)|_{X_{S,0}} \cdot (X_S - X_{S,0}) \approx e(X_S) = 0,
\]

where \( e(X_S) = 0 \) holds by definition in case of noiseless measurements. Rearranging the terms of (20) we obtain

\[
\nabla e(X)|_{X_{S,0}} \cdot (X_S - X_{S,0}) \approx -e(X_{S,0}),
\]

which leads to

\[
X_S \approx X_{S,0} - \nabla e^T(X)|_{X_{S,0}} \cdot e(X_{S,0}),
\]

where

\[
\nabla e^T(X)|_{X_{S,0}} = \begin{bmatrix}
\nabla e^T(X)|_{X_{S,0}} & \nabla e^T(X)|_{X_{S,0}}
\end{bmatrix}^{-1} \cdot \nabla e^T(X)|_{X_{S,0}}.
\]

Notice that (21) provides us with a closed form solution for \( X_S \) if the HCE cost function were linear. Since it is non-linear we need to resort to an iterative procedure. We estimate the source position at iteration \( v \) with the linear model (21), we linearize the HCE metric around the new source position estimate according to (19), and iterate the process until convergence. More formally, we can describe this iterative method by means of a single update equation. The update equation at the iteration \( v + 1 \), starting from the estimate \( X_{S,v} \) at the iteration \( v \), is defined as

\[
X_{S,v+1} = X_{S,v} - \nabla e^T(X)|_{X_{S,v}} \cdot e(X_{S,v}),
\]

The iterative process stops when \( \|X_{S,v+1} - X_{S,v}\| \) goes below a prescribed threshold. The source position is estimated considering the first three components of the vector \( X_S = X_{S,v+1} \) at the final iteration.

It is worth noticing that, according to (23), the source position estimate depends on the initial guess \( X_{S,0} \) (i.e., the initialization point of our algorithm). In our experiments, \( X_{S,0} \) was chosen as the center of the volume of potential source locations, still enabling the iterative algorithm to always converge to the global minimum in a few steps. This proves that the iterative method does not strongly depend on the initialization point. Therefore, we can conclude that, even though the proposed cost function is non-linear, it is actually fairly smooth, thus easy to minimize.

### C. Location estimate refinement

The estimate \( \hat{X}_S \) of the source position can be inaccurate due to the presence of outlier measurements. For example, the disambiguation procedure could fail for some sensors and lead to TDOAs associated to an image source that satisfies the zero-sum condition. In this paragraph we exploit the structure of the cost function \( J(X) \) to detect potential outliers. This process is based on the following considerations, confirmed by the experiments of Section V:

- a small set of correct TDOAs is preferable to a larger set that includes potential outliers. In fact, a small number of nodes and TDOAs are sufficient to guarantee good localization accuracy, while the presence of just a few outliers is sufficient cause of relevant localization errors. This is quite common to most regression problems [48];
- if most of the measurements are associated to the correct source position, an analysis of the distribution of the residuals \( e_{ij}^{(l)} \) of the cost function in (13) can be used for detecting potential outliers (which are expected to produce higher residuals [48]);
- the last condition is often verified if: i) the sensors are sufficiently far from one another; ii) the spatial node distribution enables the observation of the scene from multiple points of view. Under these assumptions, we trust that some sensors will be in good visibility conditions and produce correct TDOAs. The remaining sensors are more likely to be affected by reverberation and to produce outliers. Anyway, as different nodes are unlikely to be in the line of sight of the same image source, most of the coherent measurements are expected to come from the real source to be localized.

These considerations suggest us how to define a suitable reliability index. As already explained, the source localization problem can be seen as a hyper-cone least-square fitting problem. At the end of the localization iterative procedure, the set \( E = \{ e_{ij}^{(l)}(X_S) : \tau_{ij}^{(l)} \in \mathcal{T}^{(l)}, l = 1, \ldots, L \} \) represents how well each TDOA measurement fits the hyper-cone in terms of least-square residuals. It is thus possible to check the value of each component of \( E \) to detect whether some measurements are not compatible with the others. As suggested in [48] for generic fitting problems, we compute the standard deviation of the set \( E \) as

\[
\sigma_E = \sqrt{\frac{1}{|E|} \sum_{\varepsilon \in E} (\varepsilon - \bar{\varepsilon})^2},
\]

where \(|E|\) is the cardinality of the set, \( \varepsilon \) is an element of the set, and \( \bar{\varepsilon} \) is the average value of the set. The standard deviation is then compared to a threshold \( \Gamma_E \). If \( \sigma_E > \Gamma_E \) the
estimate requires to be refined. In order to do so, we search for the TDOA associated to the maximum value in \( E \). This points to the sensor node that worst fits the hyper-cone. We then remove all the measurements associated to this sensor, as they are likely to identify a reflected source. We do so by deleting the corresponding \( \epsilon^{(l)}_{ij} \) values from \( E \) and re-computing \( \sigma_E \). We iterate this procedure until \( \sigma_E \leq \Gamma_E \) or a minimum number of sensors has been reached. At the end, the source location is re-estimated using the algorithm in par. III.B. As noticed before, the choice of the global reference point is independent of the set of TDOAs used for localization. Therefore, the global reference microphone \( \mathbf{m}_1^{(1)} \) can be selected as reference even when the first sensor node is an outlier.

Notice that the TDOA outlier identification procedure is computationally efficient (details are provided in Section IV). The values of \( \mathcal{E} \), in fact, are already available after the initial localization. Moreover, the re-estimation only happens once, i.e., when all the outliers have been purged. The proposed technique is therefore suitable for the considered distributed sensor network scenario, as all the computations take place in the node used for the localization, without requiring any further data exchange between nodes. To summarize, the pseudo-code of the algorithm is shown in Alg. 1.

### A. Complexity of the individual components

For simplicity, we assume that the number of microphones in the sensor nodes is constant, i.e., \( N^{(l)} = N \) for \( l = 1, \ldots, L \). Signals at the microphones are analyzed on a frame-to-frame basis, and the length of the frames is \( M/2 \) samples. For each frame, the following operations are required:

- **GCC computation.** The GCC \( (1) \) is computed for all the microphone pairs, whose number is \( F = N(N-1)/2 \) for each sensor node. We distinguish among the following steps:
  - computing FFTs (Modified Split-Radix alg. [49]): \( N \times L \times \frac{34}{9} M \log_2(M) \) multiplications/additions;
  - computing the cross-spectra: \( 4 \times F \times L \times M \) multiplications and \( 3 \times F \times L \times M \) additions;
  - spectral processing: \( 4 \times F \times L \times M \) multiplications, \( 3 \times F \times L \times M \) additions, \( F \times L \times M \) square roots, and \( F \times L \times M \) divisions;
  - computing IFFTs: \( F \times L \times \frac{34}{9} M \log_2(M) \) multiplications/additions;

TDOAs disambiguation and selection. In each node, there exist \( C_3 = \binom{N}{3} \) independent closed paths (loops) of 3 and 4 microphones, respectively. Therefore, starting from 3 peaks extracted from each TDOA, the number of candidate loops of length 3 is \( Q_3 = 3^4 C_3 \); and that of length 4 is \( Q_4 = 4^4 C_4 \). The resulting \( L \times (Q_3 + Q_4) \) combinations can be stored in a lookup table, which can be computed offline. The computational cost of disambiguation and selection, at run-time, can be summarized as follows:

- extracting the highest peaks from each GCC: \( F \times L \times (M-1) \) additions (to compute numerical derivatives), \( F \times L \times (M-2) \) comparisons (to compute the sign of derivatives), \( M \) comparisons (to find the highest peaks);
- selecting loops that satisfy \( z_k \leq \Gamma_z \): \( (3 \times Q_3 + 4 \times Q_4) \times L \) comparisons;
- computing \( \max[R_{ij}(n)] \) for all the sets \( T_k: (3 \times Q_3 + 4 \times Q_4) \times L \) comparisons;
- verifying the zero-sum condition: \( (3 \times Q_3 + 4 \times Q_4) \times L \) additions, \( (Q_3 + Q_4) \times L \) comparisons;
- computing \( q_{k(1)} \): \( (3 \times Q_3 + 4 \times Q_4) \times L \) additions, \( (Q_3 + Q_4) \times L \) comparisons, and divisions;
- computing \( q_{k(2)} \): \( (3 \times Q_3 + 4 \times Q_4) \times L \) sums, \( (Q_3 + Q_4) \times L \) divisions;
- computing \( q_{k(3)} \): \( (Q_3 + Q_4) \times L \) divisions, \( (3 \times Q_3 + 4 \times Q_4) \times L \) multiplications;
- computing the quality values \( Q_k, (11): 3 \times (Q_3 + Q_4) \times L \) multiplications, \( 2 \times (Q_3 + Q_4) \times L \) additions;
- extracting the best \( Q_k \) score: \( (Q_3 + Q_4) \times L \) comparisons.

### IV. Computational complexity analysis

In this section we analyze the computational cost of the proposed system. We first provide details about all the functional blocks composing the algorithm, then we estimate the complexity of the whole system.

---

**Algorithm 1: Pseudo-code of the proposed localization system**

**Data:** Microphone positions \( \mathbf{m}_{l}^{(l)}, \ldots, N^{(l)} \) and acquired signals \( s_{l}^{(l)}, \ldots, N^{(l)}(n) \)

**Result:** Source location estimate \( \hat{\mathbf{X}}_S \)

**for** \( l = 1, \ldots, L \) **do**

- Compute the GCCs \( R_{ij}^{(l)}(n) \)
- Perform peak-picking and TDOA disambiguation to obtain the sets \( T_k \) of candidate TDOAs
- Perform TDOA selection on \( T_k \) to obtain the set of TDOAs \( T_k \)

**end**

Compute the source location estimate \( \hat{\mathbf{X}}_S \) and the residuals \( \epsilon^{(l)}_ij(\hat{\mathbf{X}}_S) \)

Compute the variance \( \sigma_{\epsilon} \) of the residuals \( \epsilon^{(l)}_ij(\hat{\mathbf{X}}_S) \)

if \( \sigma_{\epsilon} > \Gamma_{\epsilon} \) then

- **while** \( \sigma_{\epsilon} > \Gamma_{\epsilon} \) and Number of used arrays \( \geq 2 \)
  **do**
  - Remove the array with the highest contribution to \( J(\mathbf{X}) \)
  - Recompute \( \sigma_{\epsilon} \)

**end**

Compute the refined source location estimate \( \hat{\mathbf{X}}_S \)

---

**Source localization.** The minimization of the cost function \( (13) \) follows an iterative procedure, based on the computation of the first-order Taylor expansion of \( J(\mathbf{X}) \). Here we give an upper bound of the complexity, corresponding to the case in which all available TDOA measurements are used for each node (i.e., \( P_{ij}^{(l)} = 1, \forall i, \forall j, \forall l \)). Each iteration of the minimization procedure involves the following operations:
• computing the residuals (12): \(8 \times L \times N^2\) additions, \(4 \times L \times N^2\) multiplications;
• evaluating (13): \(L \times N^2\) multiplications and additions;
• computing the Jacobian matrix \(\nabla \epsilon\): \(108 \times L \times N^2\) additions; \(64 \times L \times N^2\) multiplications; \(6 \times L \times N^2\) divisions; \(16 \times L \times N^2\) square roots;
• computing the pseudo-inverse (22): \(16 \times (L \times N^3)\) multiplications and \(16 \times (L \times N^2 - 1)\) additions for the term \(\nabla \epsilon^T \nabla \epsilon\); \(376\) multiplications and \(103\) additions for its inversion; \(16 \times L \times N^2\) multiplications and \(12 \times L \times N^2\) additions for determining \(\nabla \epsilon^T\);
• applying the update equation (23): \(4 \times L \times N^2\) multiplications, \(3 \times L \times N^2 + 4\) additions;

Reliability check. The computation of the reliability consists of evaluating (24), which, in the worst case, involves: \(L \times N^2 + 1\) additions, \(L \times N^2\) multiplications, 1 division and 1 square root. Finally, \(L \times N^2\) comparisons are needed for detecting the potential outliers.

### B. Overall computational cost

Assuming that all the basic operations (additions, multiplications, divisions, comparisons, square roots) have the same cost, we can estimate the computational cost in terms of the total number of operations. We denote with \(I_k\) the average number of iterations needed for (23) to converge to the optimum solution. Moreover, we set to \(L = 2\) the maximum number of nodes that can be discarded after repeating the reliability check. Thus, in the worst case, the check is repeated exactly \(L - 2\) times, and the localization step is performed twice. Under these assumptions, the number of operations required by each functional block are

\[
4LMN \left[2(N - 1) + \frac{17}{9} \log_2(M) \right] \tag{25}
\]

for computing the GCCs;

\[
M + L \left[810(C_3 + 3.8C_4 + 5.4C_3C_4)\right] + \\
+ L \left[N(N - 1)(M - 1.5)\right] \tag{26}
\]

for the TDOA disambiguation and selection;

\[
2 \times L \times (275LN^2 + 467) \tag{27}
\]

to execute 2 source localizations; and

\[
(L - 2) \times 3(LN^2 + 1) \tag{28}
\]

to perform \(L - 2\) reliability checks.

The total number of operations required for executing the complete system is thus given by the sum of the terms (25)-(28).

### V. EXPERIMENTS

In this section we evaluate the proposed localization system. After presenting some preliminary simulations aimed at validating specific steps of the system, we test the localization method in a real scenario. Results of the experiments are compared to those obtained through the state-of-the-art Stochastic Region Contraction (SRC) algorithm [20].

#### A. Simulative validation

In this paragraph we are interested in assessing the validity of the iterative method used for the minimization of the cost function proposed in Section III-B. Although the cost function has already been validated in [19] for 2D geometries, here we aim at testing the minimization algorithm under several operation conditions. Moreover, we aim at validating the reliability criterion introduced in Section III-C.

For this set of tests, we considered the simulation setup in Fig. 5-(a), where \(L = 4\) sensor nodes were employed to localize a source \(x_S\) in a \(3 \times 3 \times 3\) m\(^3\) cube. Each node consists of \(N = 4\) microphones, disposed as in Fig. 5-(b). The first microphone of the \(l\)th node (i.e., \(m_{l1}\)) is placed at one vertex of the cube, as in Fig. 5-(a). We tested 500 source positions, uniformly distributed within the cube. We simulated the measurement of the TDOAs by corrupting the nominal values \(\tau^{(l)}_{ij}\) with I.I.D. additive zero-mean Gaussian noise. We set the standard deviation to \(\sigma_r = \sigma_s/\eta, \sigma_s = 0.7\) cm, which corresponds to an error of approximately one sample at \(F_s = 48\) kHz. Throughout this paragraph, we will specify the error on the TDOAs by means of the term \(\sigma_r\), which refers to the standard deviation of the error on the nominal range differences \(\tau^{(l)}_{ij}\). For each test source position, we obtained a set of 6 TDOAs for each sensor node, for a total of 24 TDOA values. With the aim of simulating the TDOA selection procedure, for each test position the source was localized using different subsets of TDOAs extracted from the 24 available. More specifically, we extracted subsets of \(V_l = 3, 4, 5, 6\) TDOAs chosen from \(V_n = 2, 3, 4\) sensor nodes. For each pair \((V_l, V_n)\) we simulated \(Z = 5000\) Monte-Carlo trials, where both the active sensor nodes and the subset of TDOAs were randomly selected at each repetition. Notice that the case \((V_l = 6, V_n = 4)\) coincides with that of using all the 24 measurements; while \(V_l = 3\) and \(V_l = 4\) represent the number of TDOAs that define the loops considered in the TDOA disambiguation procedure. For each source position we computed the Root Mean Square Error (RMSE)

\[
E(x_S) = \left[ \frac{1}{Z} \sum_{i=1}^{Z} \| \hat{x}_S(i) - x_S \|^2 \right],
\]

where \(\hat{x}_S(i)\) denotes the estimate of the source at the \(i\)th Monte-Carlo trial. Moreover, we computed the Cramer-Rao...
Lower Bound (CRLB) [17], given by the terms $\sigma^2_x(x_S)$, $\sigma^2_y(x_S)$ and $\sigma^2_z(x_S)$. They represent the lower bound on the variance of an unbiased estimator of the source position, for the $x$, $y$, and $z$ coordinates, respectively. In all the considered tests, the bias of the estimation turned out to be negligible ($< 0.15 \text{ mm}$ for all the spatial dimensions). It follows that the proposed estimator can be considered unbiased. Moreover, the RMSE corresponds to the variance of the estimator, thus the proposed estimator can be considered unbiased. Moreover, the RMSE corresponds to the variance of the estimator, thus the proposed estimator can be considered unbiased.

The results of the simulation are shown in Fig. 6, which reports the average RMSE $\bar{E}$ for the considered configurations, obtained by averaging $\bar{E}(x_S)$ over all source positions. The dashed line in Fig. 6 represents the average lower bound $B$, whose value was computed averaging $\Sigma(x_S)$ for all the tested positions. We observe that, when all the 24 TDOAs are adopted for the localization, $\bar{E}$ approaches the bound $B$, thus confirming that the minimization procedure converges to the optimum solution. Moreover, we notice that reducing the number of measurements used for the localization has a limited impact on the accuracy. In fact, even in the most challenging case with $V_t = 3$ and $V_n = 2$, corresponding to localizing with only 6 TDOAs, $\bar{E}$ maintains below 8 cm.

We now focus on the reliability function defined in (24). Considering again the setup described before, we conducted several tests. First, we investigated the behavior of the function $\sigma_\varepsilon$ when the TDOAs are affected by I.I.D. additive zero-mean Gaussian noise. The results are shown in Fig. 7, which shows $\sigma_\varepsilon$ and $\bar{E}$ as a function of the standard deviation $\sigma_r$ of the noise applied to the nominal TDOAs. The results were obtained considering $V_t = 6$ and $V_n = 4$, averaging the outcomes of 5000 Monte-Carlo trials. Notice that both $\sigma_\varepsilon$ and $\bar{E}$ are directly proportional to $\sigma_r$. Consequently, the reliability function can be interpreted as an indicator of the accuracy of the localization. In fact, in the absence of outlier measurements, we expect small values of $\sigma_\varepsilon$ (e.g., $\sigma_\varepsilon < 20 \text{ cm}$ when $\sigma_r < 4 \text{ cm}$). In the realistic case of introducing 3 outliers, we obtained $\sigma_\varepsilon \approx 3 \text{ cm}$ and $\bar{E} \approx 2.7 \text{ cm}$.

In order to gain more insight into the function $\sigma_\varepsilon$, we studied its behavior also in presence of outlier measurements. In particular, we computed the value of $\sigma_\varepsilon$ when a number $O$ of TDOAs (considered as outliers), randomly selected from the full set of measurements, were corrupted with a bias equal to $\Delta T = \Delta R/\eta$. As before, we specify the bias on the range differences, by means of the term $\Delta R$. Similarly to the previous tests, for each $(O, \Delta R)$ pair we run 5000 Monte-Carlo trials. Results are shown in Figs. 8-(a) and 8-(b), which show the reliability $\sigma_\varepsilon$ and the average RMSE $\bar{E}$, respectively, as a function of $O$ and $\Delta R$. We first notice that the trend of $\bar{E}$ is highly correlated to that of $\sigma_\varepsilon$, thus confirming the validity of the latter as an indicator of the reliability of the estimation. We can also observe that $\sigma_\varepsilon$ rapidly increases in the presence of outliers. As an example, when $O = 6$, which equals the number of TDOAs measured in one sensor node, we obtained $\sigma_\varepsilon \approx 22 \text{ cm}$ for $\Delta R = 10 \text{ cm}$; $\sigma_\varepsilon \approx 44 \text{ cm}$ for $\Delta R = 20 \text{ cm}$; $\sigma_\varepsilon \approx 85 \text{ cm}$ for $\Delta R = 40 \text{ cm}$. In the light of these considerations, it is reasonable to mark as unreliable an estimation if $\sigma_\varepsilon$ is above a certain threshold $\Gamma_\varepsilon$. The analysis of Fig. 8 confirms that the presence of biased TDOAs introduces relevant localization errors, which is one of the assumptions which the localization refinement step is based on (see par. III.C).

Finally, we show an example of detection of potential outliers from the TDOA measurements, focusing on two realizations of the previous simulation. In particular, we randomly selected one source position $x_S$, and we considered the cases of introducing 3 outliers within 1 and 2 sensor nodes, adding a bias $\Delta R = 40 \text{ cm}$ to the corresponding TDOAs. The resulting RMSEs are $E(x_S) = 52 \text{ cm}$ for the first case, and...
$E(x_S) = 74 \text{ cm}$ for the second case. The reliability function is $\sigma_E = 47 \text{ cm}$ and $\sigma_E = 75 \text{ cm}$, respectively. These values are considerably higher than the threshold $T_d = 10 \text{ cm}$, selected as the value of $\sigma_E$ which corresponds to TDOAs affected by I.I.D. additive Gaussian noise with $\sigma_r = 2 \text{ cm}$. The localization results are thus marked as unreliable, and we detect the outliers by observing the individual contributions of the cost function, i.e., the values in the set $E$. Fig. 9 shows the terms $\varepsilon^2$, $\varepsilon \in E$, grouped by sensor nodes, in the case of one (a) and two (b) corrupted nodes. The height of the peaks associated to the outliers makes possible to detect them. In these two particular cases, outliers are present in the second node (case in Fig. 9-(a)) and in the second and fourth nodes (Fig. 9-(b)). Fig. 9 confirms therefore that it is possible to identify the nodes containing the outliers, as assumed in par. III.C.

B. Experiments in a real setup

We now consider the implementation of the localization system in a real setup. $L = 4$ sensor nodes with $N^{(i)} = 4$ microphones, with the same internal geometry of the nodes in Fig. 5, were installed in a medium-sized reverberant office room. The room measures $7 \times 7 \times 3 \text{ m}^3$ and we estimated a reverberation time $RT_{60} = 0.73 \text{ s}$. Each sensor accommodated 4 identical Beyerdynamic MM1 measurement microphones, with a capsule of 9 mm of diameter. Similarly to the setup in Fig. 5, the nodes were placed at 4 vertices of a volume of size $3.8 \times 2.5 \times 1.8 \text{ m}^3$ delimiting the potential positions of the source. We defined 36 test source positions within the volume, disposed on 3 horizontal rectangular grids at different heights from the bottom side, namely at $z = 0.4 \text{ m}$, $z = 0.7 \text{ m}$ and $z = 1 \text{ m}$. Each grid arranged $3 \times 4$ sources with a spacing of $0.75 \text{ m}$ on the $x$ coordinate and $0.9 \text{ m}$ on the $y$ coordinate. A small loudspeaker (whose cone has a diameter of $4 \text{ cm}$) was moved in all the 36 positions, and emitted $30 \text{ s}$ of white noise and $30 \text{ s}$ of a speech signal at the sampling frequency $F_s = 48 \text{ kHz}$. Acquired signals were segmented in frames of length 4096 samples, corresponding to a duration of about $170 \text{ ms}$. As far as the speech signal was concerned, we discarded the silent frames using the technique described in [50]. For all the tested source locations, the estimate was accomplished with the proposed methodology and with the Stochastic Region Contraction (SRC) method, presented in [20]. SRC is a relaxation of the SRP technique, which revealed to be particularly suitable for real-time applications. For the tests we adopted the SRC Matlab implementation released by the authors\textsuperscript{1} selecting 3000 initial random points (i.e., using the default parameters of the implementation). The metric used for the evaluation is the RMSE. In order to quantify the computational complexity of the algorithms under analysis, for each frame analyzed we kept trace of: the average number of evaluations $I_e$ of the SRC functional; and the average number of iterations $I_r$ required for minimizing (13).

Fig. 10 shows the RMSE obtained with the proposed localization system (a,b,c) and with SRC (d,e,f). Each group of three diagrams refer to the three grids at different heights from the bottom of the volume. For each source position, the radius of the circle represents the RMS localization error. Notice that the proposed algorithm achieves performances comparable to that of SRC for all the considered source positions. The localization of speech sources, shown in Fig. 11, where the diagrams are organized as in Fig. 10, confirms this fact. Due to the nature of speech signals, which yield noisier GCC functions, the RMSE is slightly higher than the one obtained with the random noise signal.

As far as the computational cost is concerned, SRC required on average $I_e = 32327$ evaluations of the functional; while an average of $I_r = 10$ iterations guaranteed the convergence of the gradient method used for minimizing the proposed cost function. Each evaluation of the SRC functional requires 5 operations for each microphone pair [20], thus, in the considered setup, the complexity of SRC is equal to $5LN(N-1) \times I_s$ operations. Both proposed technique and SRC rely on the computation of $LN(N-1)$ GCCs, which, according to (25), require $\approx 16 \cdot 10^6$ operations. The complexity of the remaining

\textsuperscript{1}http://www.lems.brown.edu/array/download.html
steps is summarized in Table I, which compares the number of operations required by the proposed method and by SRC (excluding the GCC step). For the proposed method, the TDOA disambiguation and selection is dominant in terms of operations. Indeed, the cost of localization and the refinement turn out to be almost negligible in evaluating the overall complexity of the system. For the considered scenario the cost of the proposed technique turns out to be over 10 times smaller that of the SRC method. For the sake of comparison, we can also estimate the number of operations required by the standard SRP method, which estimates the source position evaluating the SRP functional in all the points that sample the volume of interest. Assuming a sampling of 2 cm$^3$ of the considered volume ($3.8 \times 2.5 \times 1.8$ m$^3$), SRP would require $I_x = 2137500$ evaluations of the functional, corresponding to $\approx 256 \cdot 10^6$ operations. This suggests that SRP is less suitable for real-time operation in this specific scenario.

Table II details the RMSE scores on the three spatial coordinates for both the proposed and the SRC algorithm. As for the proposed method, we included the localization results before the reliability check, i.e., before discarding potential outliers from the set of measurements. The comparison with the results obtained after the reliability check highlights the importance of this operation, which leads to a significant reduction of the RMSE. This is especially true for the localization of the speech source, where the reliability check allows to reduce the RMSE from values $\geq 22$ cm to about 5 cm.

Also interesting are results in Table III, which details the percentage of localizations accomplished by using 4, 3 and 2 sensor nodes, adopting the proposed method. The percentage of localizations of the random noise source with 4 nodes is very high ($\approx 84\%$), meaning that in most of the cases the reliability check is positive and no refinements are necessary. When the speech source is considered, this percentage drops to about 66%, confirming that the TDOAs extracted from the GCCs are less reliable in this case. When the reliability check fails, the localization is more likely to be performed through 2 nodes instead of 3. This is not unexpected, as 2 is set to be the minimum number of nodes used for localizing a source. In fact, a single node may lead to very inaccurate estimates, particularly when the source is in far field with respect to that node. Consequently, when the reliability check fails twice, the 2 remaining nodes are always used for the localization, even if a further reliability check would possibly fail again. Nevertheless, in almost all the cases, we observed that the TDOAs coming from the 2 remaining nodes are free of outliers.

Finally, Table IV shows some statistics about the ability of the proposed algorithm to detect the presence of outlier measurements in the real case scenario. To this purpose, we considered a node as affected by outliers if at least one of the range differences measured by the sensor node were affected by an error greater than $\Delta R$ with respect to the ground truth. We then checked whether our algorithm was able to detect the outlier exploiting the reliability index (24). More specifically, considering all the source positions and realizations, Table IV reports: i) the true positive rate (TPR), which is the percentage of nodes, averaged over all the realizations, affected by outliers that were correctly detected; ii) the true negative rate (TNR), which is the percentage of nodes, averaged over all the realizations, not affected by outliers correctly classified as outlier-free; iii) the false positive rate (FPR), which is the fraction of nodes, averaged over all the realizations, not affected by outliers but detected as outliers; iv) the false negative rate (FNR), which is the fraction of nodes, averaged over all the realizations, affected by outliers.

![Fig. 11: The radius of each circle is equal to the RMSE for the proposed system (top) and SRC (bottom) in a real reverberant environment using a male speech audio signal.](image)
TABLE III: Percentage of localizations using a different amount of arrays for both random noise and speech signal.

<table>
<thead>
<tr>
<th></th>
<th>4 Arrays</th>
<th>3 Arrays</th>
<th>2 Arrays</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Noise</td>
<td>83.95%</td>
<td>5.13%</td>
<td>10.92%</td>
</tr>
<tr>
<td>Speech</td>
<td>66.05%</td>
<td>3.88%</td>
<td>30.07%</td>
</tr>
</tbody>
</table>

TABLE IV: Percentage of removed outliers.

<table>
<thead>
<tr>
<th>∆R [cm]</th>
<th>TPR</th>
<th>TNR</th>
<th>FPR</th>
<th>FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>91.1%</td>
<td>100%</td>
<td>0%</td>
<td>8.9%</td>
</tr>
<tr>
<td>10</td>
<td>96.9%</td>
<td>100%</td>
<td>0%</td>
<td>3.1%</td>
</tr>
</tbody>
</table>

that were detected as non-affected. Results are reported for two different values of ∆R, i.e., for both a more strict and less strict outlier detection definition. Clearly, our goal is to maximize the TPR and TNR, while minimizing the FPR and FNR. It is interesting to notice that we always detect (thus correctly exploit in our cost function) the nodes not affected by outliers (i.e., TNR = 100%). Additionally, we detect more than 91% of the outliers, thus keeping less then the 9% of them after refinement. This is the reason why the refinement step greatly improves localization accuracy.

VI. CONCLUSIONS

In this manuscript we proposed a system for the localization of acoustic sources based on TDOA measurements that works in a distributed sensor network scenario. The localization algorithm is based on the use of the four-dimensional space-range reference frame. Here, TDOA measurements describe the surface of a hyper-cone, whose apex is the source location. Localizing the source, therefore, corresponds to finding the apex of such cone. A cost function is defined at this purpose. In order to improve the robustness against reverberation, a geometrically motivated TDOA selection step is implemented. An estimate refinement step follows the localization to further improve the accuracy. The refinement is based on the analysis of the distributions of the residuals of the hyper-cone fitting function. Simulative results prove the accuracy of the localization function, showing the effect of the reliability-based refinement. Experimental results validate the localization system in a real-world scenario, comparing the proposed methodology with Stochastic Region Contraction (SRC), an effective implementation of SRP. Results confirm that the proposed technique attains at least the same accuracy of SRP, while saving computational power. The clear subdivision of tasks between sensor nodes and central nodes, the reduced cost and the small amount of information exchanged between nodes, make the proposed algorithm suitable for the considered scenario of distributed sensor networks.
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