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Abstract—The pervasiveness of mobile devices increases the risk of exposing sensitive information on the go. In this paper, we address this concern by presenting an automatic attack against modern touchscreen keyboards. We demonstrate the attack against the Apple iPhone—2010’s most popular touchscreen device—although it can be adapted to other devices (e.g., Android) that employ similar key-magnifying keyboards. Our attack processes the stream of frames from a video camera (e.g., surveillance or portable camera) and recognizes keystrokes online, in a fraction of the time needed to perform the same task by direct observation or offline analysis of a recorded video, which can be unfeasible for large amount of data. Our attack detects, tracks, and rectifies the target touchscreen, thus following the device or camera’s movements and eliminating possible perspective distortions and rotations. In real-world settings, our attack can automatically recognize up to 97.07 percent of the keystrokes (91.03 on average), with 1.15 percent of errors (3.16 on average) at a speed of 37 to 51 keystrokes per minute.

I. INTRODUCTION

Since more and more people use mobile devices, there is an increasing risk of inadvertently exposing sensitive information. For instance, attackers may break into mobile devices by exploiting vulnerabilities exposed via wireless links. Even when digital attacks are ineffective, malefactors may closely follow and observe the victim's portable device or use recording mechanisms and extract the target information. However, this strategy is highly inefficient from an attacker’s viewpoint, especially when the target information is time sensitive (e.g., onetime passwords) or ample (e.g., long emails).

We designed and implemented a practical, automatic attack against touchscreen mobile devices. Through a quasi real-time processing, our attack accurately recovers the sequence of keystrokes input by the user. Balzarotti et al. proposed in [1] an attack that, albeit limited to desktop scenarios, is similar in spirit to ours; however, their approach relies on conditions that well suit desktop scenarios (i.e., camera and mechanical keyboard in relative fixed, perpendicular position) but prevent its extension to mobile settings, which are characterized by keyboard movements and skewed or rotated viewpoints. To the best of our knowledge, our work is the very first attempt to implement an automatic shoulder-surfing attack against touchscreen mobile devices.

We designed our attack specifically for mobile scenarios and dynamic conditions. In particular, it requires no specific positioning of the spying camera nor of the target device as it compensates the natural movements of both target device and attacker’s camera. This makes it suitable for “on the go” applications. Our attack provides accurate text recognition, without relying on any a priori knowledge or manual intervention of the attacker. In particular, it does not implement any grammar check, thus we can automatically recognize context-free text or keystroke sequences not corresponding to dictionary words (e.g., passwords). Our attack shows that feedback mechanisms of modern touchscreens excessively expose sensitive information in a way that an attacker may recover it automatically and very efficiently. Unfortunately, as discussed in §VI and §V, no definitive protection solutions offering the same degree of usability of key magnification exist.

In summary, we make the following original contributions:

- To the best of our knowledge, this is the first study of practical risks brought forth by mainstream touchscreen keyboards, with particular attention to privacy leaks.
- We designed a precise, fast, and practical attack that detects keystrokes while a user is typing on a touchscreen. The technique is robust to rotations and perspective distortions, thus the attacker is not required to stand behind the victim nor to observe the face of the screen perpendicularly.
- We made our attack robust to occlusions (e.g., fingers, onscreen reflexes), by developing an efficient filtering technique that validates detected keys and reconstructs keystroke sequences accurately.

II. THREAT MODEL & REQUIREMENTS

In our threat model the attacker just points a video camera to the target touchscreen while the victim enters a text. No remote nor local access to the device is required. Our attack automatically reconstructs the text based solely on the keystroke feedback displayed on the screen: No visibility of typed text is required. For example, the victim may type text on a password input field, where the letters are hidden by asterisks or dots. In our envisioned scenario, exemplified in Fig. 1a, an attacker would stand behind the victim (e.g., waiting at a bus station) and point a smartphone camera towards the target device. The attack works nearly online and requires only an adequate buffer of frames.

The generality of our approach depends exclusively on the following simple and realistic requirements:

Requirement 1 The target virtual keyboard must display a feedback whenever a key is pressed. From now on, we refer to such a feedback as the magnified key. Magnified keys must be partially visible (at least in one frame after
Phase 1: Screen Detection and Rectification

| Input | Current frame. |
| Task | Detect the touchscreen image by feature extraction and matching against the template of the target screen. When a match is found, rectify and crop the screen area. Any successful match improves matches in the next frame(s). |
| Output | A rectified, cropped and scaled image of the device screen in the current frame. This is close to the image that a fixed camera had acquired when the device is at a fixed distance, with its screen parallel to the camera’s sensor. |

Phase 2: Magnified Keys Detection

| Input | Rectified image of the target screen. |
| Task | Isolate magnified-key candidates, i.e., high-contrast areas of the rectified image that are different from the template and previous frames. |
| Output | A segmented image (i.e., a map of the image areas) identifying the magnified-key candidates (blobs). Typically, there is more than one blob per frame. |

Phase 3: Keystroke Sequence Recognition

| Input | A set of magnified-key candidates. |
| Task | Filter out wrong candidates, by matching them with the corresponding template of the magnified key, thus identifying the best-matching key. |
| Output | The symbol, if any, associated to the best-matching key. |

Table I: Overview of our attack.

Each keystroke. Our attack works even when fingers partially cover the magnified keys, as it typically happens.

**Requirement 2** The attacker must know the model of the target device and obtain the following static information:

- **Screen template**: A screenshot or a photograph of the target device and application used by the victim.
- **Key template**: The appearance (i.e., size and font family or symbol set) of each magnified key.
- **Magnified layout**: Set of coordinates of the magnified key centers. In what follows it is represented by $ML = \{c_1, \ldots, c_L\}$; note that these points can be easily mapped onto a regular grid. For example, in the US English keyboard (Fig. 1e), the magnified layout contains the coordinates of $L = 26$ magnified keys.

The iPhone, Android, and recent BlackBerry devices, the most popular mobile touchscreen phones, all meet Requirement 1. Requirement 2 is easily met by taking a screenshot of the target application(s) (e.g., Mail, Twitter) on (a copy of) the target device.

### III. ATTACK DESCRIPTION

Fig. 1 and Tab. I summarize the proposed attack. The input of Phase 1 is a frame of the video sequence (b) while the output is the corresponding rectified, rotated, and cropped image of the device screen (c). In Phase 2 this image is compared with the screen template and the previous (rectified) frames, to detect differences. Typically, these differences (d) do not allow to identify yet the magnified key, as there are other magnified-key candidates. Phase 3 determines the best match among all these candidates, by direct comparison of the selected areas against their corresponding templates. Thus, the typed symbol is successfully recognized.

**Notation**

We consider frames as grayscale images. An image $I$ is a matrix of real values in $[0, 1]$, and $I(x, y)$ indicates the intensity of its pixel at coordinate $(x, y)$. $I_t$ and $Z_t$ are the acquired frame and the corresponding rectified screen at time $t$, respectively. For easier notation, we indicate the 2D pixel coordinates with vector $x = (x, y)$ and, where not specified, we assume that we assume that $x$ belongs to the domain of $Z_t$.

**A. Phase 1: Detection and Rectification**

We first leverage **screen detection** to search for any occurrence of the screen in the input video, and then exploit **image rectification** to rectify the image of the detected screen by estimating a suitable perspective transformation. Both methods rely on feature extraction and matching. An image feature is a small image patch centered on a peculiar point of the image, usually where the image presents a discontinuity (e.g., a corner or an edge). Given two images and their features, these are matched to find image correspondences (i.e., two features representing the same object in the scene). We use SURF features because they are invariant to rotation, scaling and skew transformations. For the sake of clarity, we first explain the rectification task.

**Image Rectification**

When the spying camera aims at the device from a skewed position the resulting image of the screen is perspective distorted. Our approach corrects this by constructing a (synthetic) rectified image that preserves the screen’s geometry. In general, the distorted image of a planar surface is related to its rectified version by a $3 \times 3$ matrix $H$ called homography [3]. The homography maps corresponding points of the two images, that is $[x, y, 1]^T \sim H [x', y', 1]^T$, where $(x', y')$ and $(x, y)$ are the image coordinates of the points of the acquired images before and after rectification, respectively. $H$ is a full-rank matrix (hence the relation is invertible) defined up to scale (i.e., it has 9 elements but only 8 of them are independent [4]) and can be estimated from the distorted and rectified images using a minimum of 4 corresponding points on the two images.

In our case there are many invariant parts on the screen, e.g., the keyboard and other graphical elements. Therefore, we use the screen template as a reference rectified image, and look for matches to estimate, at any time $t$, the matrix $H_t$. Therefore, for each input frame $I_t$, we obtain the rectified image $Z_t$ by applying the estimated $H_t$ to each pixel belonging to the device screen: $Z_t(x, y) = I_t(x', y')$, where $(x, y)$ and $(x', y')$ are related by the homography. The rectified image $Z_t$ contains only the device screen and has the same size of the screen template—thanks to image interpolation. Finally, we scale $Z_t$ to guarantee that the darkest area correspond to 0 and the lightest to 1, such that $Z_t$ can be easily compared with the screen template.

**Screen Detection**

The degree of distortion and the position of the screen in the frame can vary as the camera moves; therefore, we must search the whole frame to isolate the screen image. In doing this, we account that the screen can be (dynamically) occluded by fingers or other objects a priori unknown.
Although these are quite naïve estimates, the updating process \( \alpha \) allows us to compute the deviation, respectively. These are defined as estimates, at \( t \). Here \( k \) is a tuning parameter, \( B_{t-1} \) and \( \varepsilon_{t-1} \) are the estimates, at \( t-1 \), of the background image and its standard deviation, respectively. These are defined as

\[
B_t(x) = \begin{cases} 
B_{t-1}(x), & \text{if } F_t(x) \neq 0 \\
\alpha F_{t-1}(x) + (1 - \alpha) B_{t-1}(x), & \text{otherwise}
\end{cases},
\]

and

\[
\varepsilon_t(x) = \begin{cases} 
\varepsilon_{t-1}(x), & \text{if } F_t(x) \neq 0 \\
\sqrt{\alpha (F_t(x) - B_t(x))^2 + (1 - \alpha) \varepsilon_{t-1}^2(x)}, & \text{otherwise}
\end{cases},
\]

where \( \alpha \in [0, 1] \) is an update parameter.

We initialize \( B_0(x) \) using the screen template, and \( \varepsilon_0(x) \sim \sigma \forall x \), where \( \sigma \) is the standard deviation of the image noise, computed as in \([7]\). This initialization method allows us to detect keystrokes since the very first frame of the video, without need of any training sequence or attacker’s manual intervention. Although these are quite naïve estimates, the updating process \( \alpha \) guarantees satisfactory recognition.

1) **Magnified Keys Identification**

The foreground highlights occlusions (most probably typing fingers, illumination variations, rectification errors) and magnified keys. We disambiguate magnified keys from other occlusions by exploiting the following priors:

- Key magnification lasts for few frames, often less than other occlusions. Thus, we define a short-term foreground \( S_t \), which highlight image parts that have recently changed: \( S_t(x) = 1 \) where \( |F_t(x) - F_{t-1}(x)| > \sigma \), and zero otherwise, where \( \sigma = \frac{1}{n} \sum_{i=1}^n F_{t-1}(x) \), where \( n \in \mathbb{N} \) is the minimum number of frames a magnification lasts.
- Magnified keys—black characters over a white key area—are characterized by higher contrast than other occlusions and the background. These provide a high response when \( Z_t \) is processed by high-pass filters. Therefore, we compute the gradient \( G_t \) and the Laplacian \( \nabla_t \) magnitudes by means of convolutional filters:

\[
G_t(x) = \left( (Z_t \ast g_x)(x) \right)^2 + \left( (Z_t \ast g_y)(x) \right)^2, \quad \text{and} \quad (3)
\]

\[
\nabla_t(x) = \left( (Z_t \ast g^2_x)(x) \right)^2 + \left( (Z_t \ast g^2_y)(x) \right)^2, \quad \text{and} \quad (4)
\]

where \( g_x, g_y \) denote the first-order derivative Sobel filters \([3]\), respectively, whereas \( \ast \) indicates discrete 2-D convolution.

The heuristic pixel-wise measure indicating of how likely the foreground contains a magnified key is defined as

\[
M_t(x) = \begin{cases} 
\frac{1}{3} \left( \frac{\partial_t(x)}{\max \partial_t(x)} + \nabla_t(x) + \frac{1/2}{\max \nabla_t(x)} \right), & \text{if } F_t(x) \neq 0 \\
0, & \text{otherwise}
\end{cases}.
\]

Note that \( M_t(x) \) is in \([0, 1]\), and that, \( G_t(x) \) and \( \nabla_t(x) \) in \([3]\) and \([4]\) are taken into account only in the foreground pixels (i.e., where \( F_t(x) \neq 0 \)).

We experienced that by thresholding \( M_t(x) \) we can reliably isolate the magnified keys. The threshold \( \Gamma > 0 \) is determined as in \([9]\) and provides \( K_t(x) \), which is defined as \( K_t(x) = 1 \) where \( M_t(x) > \Gamma \) and zero otherwise. This binary image \( K_t \) is then segmented, using morphological image processing techniques \([9]\), to identify its connected components (blobs). Each blob is a set of pixels coordinates and we select the keystrokes among these blobs.
C. Phase 3: Keystroke Sequence Recognition

Each blob $b \in \mathcal{B}$ yields one or more magnified-key candidates, belonging to the magnified layout $ML$: Phase 3 selects $c^*_t$, the best-matching key at time $t$ among these candidates as the one that maximizes the key similarity.

The set of magnified-key candidates $\mathcal{C}_t$ is determined as follows. For each blob $b_t \in \mathcal{B}$, we compute its barycenter $b_t$ and its closest key $c_t = \arg\min_{c \in ML} d(c, b_t)$, where $d(c, b) = ||c - b||$ is the Euclidean distance. Then, for each $c_t$, we define its neighborhood $\mathcal{N}(c_t)$ as the set of the coordinates of $c_t$ and its adjacent keys (see Fig. 4). Specifically, in our implementation $\mathcal{N}(c_t) = \{c'_t, c_t, c''_t\}$ is used, where labels ‘l’ and ‘r’ indicate the magnified keys at the left and the right of $c_t$, respectively.

The set of candidate keys is $\mathcal{C}_t = \bigcup_{i=1}^{\mathcal{B}_t} \mathcal{N}(c_i)$.

1) Key Similarity

For each key $c \in ML$, the attacker devises the full key template, $T^f(c)$, the cropped key template, $T^c(c)$ (as stated in Requirement 2). Then, from the rectified frame $Z_t$, we crop the Region Of Interest of $c$, $ROI(c)$, which contains the magnified key whenever $c$ is pressed. More formally, $ROI(c) \subset Z_t, \forall t$, is an image area centered in $c$, having the same size of its full template $T^f(c)$. When $c$ has not been pressed, $ROI(c)$ contains the keyboard background or occluding objects. Templates and ROI are illustrated in Fig. 2. The key similarity $\Phi_t(c)$ involves a pixel-wise comparison of the ROI against the key templates, and as such it could be computationally demanding. For this reason, we evaluate it only when $ROI(c)$ is likely to contain a specific magnified key by discarding most of candidate keys: We compare, for each $c \in \mathcal{C}_t$, the percentage of black and white pixels in $ROI(c)$ and in the corresponding full template, $T^f(c)$. When these percentages are similar, we put $c$ in a set of selected candidates, $\mathcal{C}^*_t \subseteq \mathcal{C}_t$, otherwise we discard $c$. More precisely, the black-white distance between $ROI(c)$ and the corresponding template is

$$d_{bw}(c) = d\left( bw\left(ROI(c)\right) - bw\left(T^f(c)\right) \right) / \sqrt{2},$$

where $bw(A) = (A_b, A_w)$ is a function providing the percentages of black ($A_b$) and white ($A_w$) pixels for any image region $A$, and the factor $\sqrt{2}$ guarantees that $d_{bw} \in [0, 1], \forall c$. This distance is fast to compute and we leverage it to build $\mathcal{C}^*_t = \{c \in \mathcal{C}_t | d_{bw}(c) \leq \Gamma_{bw}\}$, which contains only those keys whose full template matches the corresponding ROI. The threshold $\Gamma_{bw}$ is determined as described in [11]: we consider “black” pixels with intensity lower than 0.3, and white those pixels with intensity above 0.5. We determine these parameters experimentally, by exploiting the fact that areas not belonging to magnified keys typically have values in $[0.3, 0.5]$.

The key similarity of the magnified-key candidate $c \in \mathcal{C}^*_t$ is proportional to the maximum value of the normalized cross-correlation, $ncc()$, between the cropped key template $T^c(c)$ and the ROI($c$):

$$\Phi_t(c) := \frac{\max \{ncc(T^c(c), ROI(c))\}}{1 + d_c},$$

where $d_c$ is the distance between the candidate $c$ and $b_t$, the barycenter of the corresponding blob $b_t$ that yields $c \in \mathcal{N}(c_t)$. Maximizing $ncc(T^c(c), ROI(c))$ means considering different displacements of $T^c(c)$ to determine the best match with $ROI(c)$. Fortunately, a very fast algorithm for computing $ncc()$ exists [10].

2) Best Matching Key

We identify the best-matching key at time $t$ as $c^*_t := \arg\max_{c \in \mathcal{C}^*_t} \Phi_t(c)$, and the corresponding key-similarity measure is $\Psi(t) := \Phi_t(c^*_t)$. Summarizing, $c^*_t$ identifies the magnified key selected as the most likely to appear in frame $Z_t$, whereas $\Psi(t)$ represents the measure of the similarity between the template, $T^c(c^*_t)$, and the corresponding ROI($c^*_t$).

3) Keystroke Sequence Analysis

Key magnifications typically last longer than one frame, and there are frames that contains no magnified keys, thus it is insufficient to identify the best-matching key at each time step. We address these problems by analyzing $\Psi(t)$ when $t$ varies (an example of $\Psi$ is plotted in Figure 5). We exploit the fact that key magnification has fading transitions, thus the measure $\Psi(t)$ reaches its maximum and then decreases every time a key magnifies. Therefore, the first case is successfully handled by extracting the best-matching keys corresponding to local maxima of $\Psi(t)$.

As frames without magnified keys typically exhibit low values of $\Psi(t)$, we can easily discard them by thresholding. We determine such threshold $\Gamma_{\Psi}$ experimentally as the value

![Figure 2: Examples of full key template, (a), used for computing $d_{bw}$, and the cropped key template, (b), used for computing $ncc$, defined in (7), both performed with respect to the ROI, (c), for a given key that, in this example, corresponds to ‘R’.](image)

![Figure 3: Low-passed key similarity measure $\Psi(t)$ of the best matching key $c^*_t$, threshold $\Gamma_{\Psi}$, and local maxima. Frames providing values of $\Psi(t)$ below $\Gamma_{\Psi}$ are discarded. The brackets above each local maximum indicate the minimum distance between two local maxima, which can be considered as the minimum number of frames the key magnification lasts. The selected keys are also displayed. Note that selected magnified keys last longer than one frame, and that the zero values in $\Psi(t)$ correspond to frames where phase 2 does not detect any blob.](image)
of $\Psi(t)$ where there is no key magnification, as described in §III-D. Furthermore, to reduce fluctuations of the key similarity measure, we preliminarily low pass $\Psi(t)$ (e.g., by an averaging filter). We set a minimum distance of 5 frames between adjacent local maxima (corresponding to a very high typing speed at 25fps). Fig. 3 illustrates the local maxima extraction procedure, and the corresponding keystrokes recognized. We stress that, by extracting the local maxima of the key similarity, we naturally recognize typed doubles.

D. Parameters Estimation

We determine both thresholds $\Gamma_{bw}$ and $\Gamma_{\Psi}$ through the following statistical approach. We acquire few videos of different users mimicking text typing without actually pressing any key, and process each video with our system to record the values of $d_{bw}(-)$ and $\Psi(-)$ into two sequences. We consider these sequences as realizations of two random variables (i.e., the values of $d_{bw}$ and $\Psi(-)$ when there are no keys magnified on the screen). Hence, with Chebyshev’s inequality, we determine two confidence intervals for their expectations as

$$\mu_{bw} \pm \nu \sigma_{bw}, \quad \mu_{\Psi} \pm \eta \sigma_{\Psi},$$

where $\nu, \eta \in \mathbb{R}$ are tuning parameters, whereas $\mu$ and $\sigma$ are the sample mean and standard deviation computed over the respective sequences. Our experiments on the iPhone revealed that $\nu = 0$ and $\eta = 3$ yield satisfactory results.

IV. EXPERIMENTAL EVALUATION

We show that our attack is faster than a human inspecting the same video while yielding comparable accuracy, and we evaluate the robustness of our attack in extreme working conditions. We recorded videos merely for repeatability of experiments, whereas our attack works perfectly in streaming. We published a sample video of an experimental session

We used three types of inputs:

- **Context-free text**: Available at [http://sqze.it/qMNwy](http://sqze.it/qMNwy), it has poor context (63 English words, 444 symbols plus spaces). Since we are comparing our attack against human attackers, context-free text ensures that people involved in our experiments cannot to simply guess words using the linguistic context.
- **Context-sensitive text**: Available at [http://sqze.it/SGTu](http://sqze.it/SGTu), the first 65 words of the lyrics of Dream Theater’s “Regression” song, which is rich of context (total 278 symbols plus spaces).

http://www.youtube.com/playlist?list=PL81F91E404B928833

<table>
<thead>
<tr>
<th>Hits</th>
<th>Errors</th>
<th>Speed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Context-free text (444 letters)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our attack</td>
<td>91.03</td>
<td>3.16</td>
</tr>
<tr>
<td>Attacker 1</td>
<td>96.69</td>
<td>0.75</td>
</tr>
<tr>
<td>Attacker 2</td>
<td>87.78</td>
<td>1.90</td>
</tr>
<tr>
<td>Attacker 3</td>
<td>94.61</td>
<td>1.39</td>
</tr>
</tbody>
</table>

| Context-sensitive text (278 letters) |        |         |
| Our attack | 89.11  | 7.64    | 0.803   |
| Attacker 1 | 97.11  | 1.07    | 0.290   |
| Attacker 2 | 93.20  | 1.90    | 0.586   |
| Attacker 3 | 97.77  | 1.18    | 0.280   |

Table II: Average hit and error rates, and speed (keystrokes per second) of our attack (faster) versus manual recognition (slower).

- **Brief text**: Used to evaluate specific features and limitations: “Pellentesque habitant morbi tristique senectus et netus et malesuada fames ac turpis egestas” (80 letters plus spaces and symbols, total 13 words).

A. Precision and Speed

We performed 3 sessions on context-free text and 3 on context-sensitive text, each with different victims typing naturally. Without any a priori knowledge, each attacker had to recognize the keystrokes by stopping, rewinding or slowing-down the recorded stream as needed. As summarized in Tab. II, manual inspection is notably slower than our attack. Our system can recognize up to 0.803 keystrokes per second, about one third of the maximum typing speed, and 0.864 in the best case, about half of the average typing speed. Only twice (over 18 trials) the attackers were able to beat such speeds. As expected, human sight can recognize symbols with slightly higher precision than our system, especially with context-sensitive text. However, our system is just 3 percentage points less accurate than the attacker with the highest average precision; plus, our attack is remarkably faster. The state-of-the-art system [1], even under more relaxed hypotheses, works at 0.101 keystrokes per second on average, with a maximum precision of 82%, only achievable in context-sensitive text. Our attack needs no linguistic context to recognize 97.77% of the keystrokes at 0.803 keystrokes per second.

In case of faster typing, manual analysis is more error prone, whereas our system is not influenced by typing speed (as far as there are at least 5 frames between two consecutive keystrokes, as reported in §III-C3).

B. Resilience to Disturbances

We measured the robustness of Phase 1 through a series of brief typing sessions with significant disturbances: (1) we attached a piece of gray tape diagonally on the screen to emulate a permanent occlusion, (2) we asked the victim to shake the device while typing, (3) we shook the camera during recording, and (4) both the camera and the target device were shaking during recording.

Tab. III shows that Phase 1 can rectify parts of the video and recognize the screen. Under conditions (1) to (3), Phase 2–3 recognized up to 96% (44.44% with permanent occlusions) of the symbols with 4% errors (33.33% with permanent occlusions). However, users seldom hold touchscreen devices with permanent occlusions, especially while typing on the go.
We proposed an automatic attack that recognizes keystrokes and maps them onto a grid layout to implement a gaze-based keyboard. Unfortunately, these countermeasures are not suitable for mobile devices conditions, because the accuracy of the eye-tracking decreases if the use moves or the device shakes. Additionally, as discussed in §II, although unsuitable to mobile scenarios and significantly inefficient as mentioned in §IV-A, Vendors proposed to reduce the viewing angle of touchscreen to limit an attacker’s chances of seeing what a victim is typing, as in so called “privacy screen filters”. Besides the fact that these mechanisms are not widespread on the mainstream market, they could make it harder to launch our attack, but simply because it would be more challenging for the attacker to find a suitable angle to observe the target device from, not specifically because of a limitation of our approach.

In [13], the authors propose to map sensitive, short information onto a different, temporary, mnemonic alphabet (e.g., colors or simple shapes). This mapping is dynamically chosen by users before typing. This approach mitigates casual shoulder surfers, but the authors explicitly mention that no protection is guaranteed against attackers armed with video cameras. Therefore, our attack cannot be effectively mitigated by this type of techniques. More extensive review of these methods is available in [11] and hereby omitted for space limitations.

A different approach was proposed in [14] for public touchscreen, consisting in tracking the user’s pupil movements and map them onto a grid layout to implement a gaze-based keyboard. Unfortunately, these countermeasures are not suitable for mobile devices conditions, because the accuracy of the eye-tracking decreases if the use moves or the device shakes. In addition, as the defensive measures discussed above, this mitigation is limited to protecting passwords and short texts.

### Table III: Detection results under different working conditions.

<table>
<thead>
<tr>
<th>DISTURBANCE</th>
<th>PHASE 1</th>
<th>PHASE 2–3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hits %</td>
<td>Errors %</td>
</tr>
<tr>
<td>(1) Permanent occlusion</td>
<td>44.44</td>
<td>33.33</td>
</tr>
<tr>
<td>(2) Jiggled device</td>
<td>67.74</td>
<td>8.70</td>
</tr>
<tr>
<td>(3) Jiggled camera</td>
<td>feasible</td>
<td>96.00</td>
</tr>
<tr>
<td>(4) Jiggled device + camera</td>
<td>0.00</td>
<td>-</td>
</tr>
</tbody>
</table>

Future work will concentrate on detecting nonmagnifying keys (e.g., spacebar), not recognized on our current implementation. Analogous observations apply to alternative layouts (e.g., landscape). The latter will require minor modifications. Instead of using only one screen template (e.g., portrait-alphabetical), Phase 1 will need to cycle through several alternative layouts (e.g., portrait alphabetical, portrait numerical, landscape numerical) and choose the best-matching one before. Similarly, Phase 2 would need additional key templates.
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