Classifiers designed to address concept drift cope with situations where the pdf may change over time. When concept drift occurs, the accuracy of the classifier drops since the current classification setup becomes obsolete and must be substituted with an up-to-date one. The problem of classification in environments affected by concept drift can be found in many application domains. Relevant applications are fraud detection in electronic transactions, health care systems, sensor networks, intelligent vehicles and recommender systems to name the few [1]. In addition, dealing with concept drift may improve classification systems in applications involving information filtering (such as email and spam filtering), meteorology statistics, Internet event logs analysis, stock market transaction forecasting, and context-aware and ubiquitous computing.

The JIT classifier, which has been originally presented in [2], [3], natively implements the detection/adaptation paradigm. As long as the world is stationary, a JIT classifier exploits any supervised information coming from the field to improve the classification accuracy. As a distinctive characteristic, any consistent classifier employed in a JIT framework tends towards the Bayes one, even though the process undergoes an abrupt concept drift.

JIT classifiers monitor the occurrence of concept drift by means of Change-Detection Tests (CDTs) that, sequentially, assess the stationarity of the data-generating process. So far, the proposed JIT classifiers employ CDTs for monitoring the distribution of input data [2], [3], [4], disregarding the information associated with supervised labels. However, monitoring the input data does not allow us for detecting concept drift modifying the way labels are assigned. Furthermore, existing JIT classifiers do not take advantage of recurrent concepts.

This paper advances the works presented in [4] and [5] by proposing a general formulation of the JIT approach that introduces an explicit adaptive management of concepts. As soon as a CDT detects a change (concept drift detection), a new concept representation is created (concept isolation) and compared with the stored representations of concepts (recurrent concept identification). When the representation of a previously encountered concept is considered equivalent to the current one, its supervised samples are used to reconfigure the classifier. As such, the JIT classifier takes advantage of recurrent concepts, e.g., that may arise when the process operates in a sequence of working states or undergoes a cyclic drift.

The original contributions of the paper are:
- a general formulation for JIT classifiers that embodies an explicit management of concepts;
- a technique for isolating concepts;
- a procedure for identifying recurrent concepts by assessing the equivalence between two concept representations;
- a specific JIT classifier able to detect concept drift affecting both the input data distribution and the classification
error.

The paper is organized as follows. The analysis of related works is presented in Section II. Section III formalizes the classification problem in environments affected by concept drift. Section IV describes the general methodology for designing classifiers following the JIT approach; Section V details the proposed JIT classifier. Finally, Section VI presents and discusses the experimental results.

II. RELATED WORKS

Several classifiers able to deal with evolving and possibly recurrent environments have been proposed in the literature [6]–[8]. In the following, we critically describe the most relevant works from two different points of view: the concept-drift detection and the ability to identify recurrent concepts.

In the former case, classifiers dealing with evolving environments can be grouped into two families according to the way they react to concept drift. Active classifiers [2]–[5], [9]–[21] rely on triggering mechanisms (e.g., a CDT) to detect when the classifier is no more representative of the current concept: an adaptation phase is then activated once a change is detected to train the classifier on the current concept. On the contrary, passive classifiers generally rely on an ensemble of classifiers with adaptation confined in the update of the weights used in the fusion/aggregation rule and creation/removal of classifiers composing the ensemble.

[20] suggests an active classifier that monitors nonstationarity by inspecting variations in the mean value of a sliding window opened over input data. Differently, [19] takes decisions by inspecting the normalized Kolmogorov-Smirnov distance between the cumulative density functions estimated on the training samples and a window of the most recent ones.

[15]–[18], [21] present triggering mechanisms based on the classification error. In more detail, [15], [17], [21] detect a change when the classification error exceeds a fixed threshold (which is tuned according to the sample standard deviation of the associated Bernoulli distribution). [18] suggests an ad-hoc statistical test on the proportion of incorrectly classified samples to compare two different partitions of supervised couples. [16] introduces an active classifier for concept drift that relies on a sequential CDT (the Bernoulli exponential moving average chart) to assess the stationarity of the classification error over time.

Both active and passive classifiers can be endowed with mechanisms to identify and reactivate recurrent concepts. The pioneering work of [22], which introduced the FLORA 3 and FLORA 4 algorithms, relies on windowing mechanisms for adapting to concept drift and identifying potential recurrent concepts. A concept history is kept and built in [23], which allows the classifier for creating and reactivating past concepts when they reoccur. There, recurrent concepts are identified by measuring the conceptual equivalence obtained by contrasting the outputs of two classifiers (the historical and the updated ones) over the most recent observations. Concept drift in [24] is handled by an instance-selection mechanism that identifies which observations fit the current concept descriptor. The classifier also predicts the rate of change and possibly recalls previously encountered concepts. In [25] a procedure for building an ensemble of classifiers is presented: classifiers are selected from the history of all the trained classifiers depending on their classification accuracy evaluated over the most recent supervised samples. [26] introduced an effective algorithm that relies on conceptual vectors, i.e., descriptors extracted from batches of past supervised data, to build an ensemble of classifiers. A clustering algorithm, applied to conceptual vectors, selects the best classifier from the ensemble.

The identification of recurrent concepts has been also addressed in the literature of context-sensitive learning, where it is assumed that additional information about the current context is available (which can be exploited for identifying concept drift as well as recurrent concepts). The issue of identifying contextual features within the observations is addressed in [27], while [1], [28]–[30] focus on how to integrate external contextual information within an ensemble of classifiers with the specific purpose of exploiting recurrent concepts. Contextual features are typically exploited at meta-learning level and are not processed as attributes of observations.

In all above solutions the equivalence between two concepts is assessed by means of supervised samples, without taking advantage of unlabeled observations. In contrast, [31], [32] introduce a two-layered learning scheme that relies on a single classifier predicting labels at the first layer and a meta classifier (which is trained to learn the regions of the input domain where the first layer correctly operates) at the second layer. After each concept-drift detection, the stored meta-classifiers are compared pairwise by evaluating their performance on the most recent unsupervised samples to determine whether the new concept has been already encountered in the past or not. Recently, [33] introduced a classifier able to identify recurrent concepts by exploiting unsupervised samples. However, this solution is classifier-dependent, as it is tailored to an incremental decision tree. Still, these classifiers neither analyze the distribution of unlabeled observations to detect concept drift nor identify recurrent concepts.

Monitoring sequentially the stationarity of the input pdf is one of the peculiarities of the first JIT classifiers [3], [14]. More specifically, JIT classifiers applied the CI-CUSUM CDT [2], whereas the most recent versions have enforced the ICI-based one [4], [11] as the test provides improved detection ability in rapidly evolving environments. Unfortunately, a CDT on the input cannot detect any concept drift that leaves the input distribution unaltered, even when this determines a dramatic fall in the classifiers accuracy (e.g., the swap of the classes). Furthermore, it is difficult to apply a CDT to inputs containing qualitative components. To solve these problems, [5] introduced a JIT classifier able to detect concept drift affecting the accuracy of classifiers.

Here, we propose a JIT classifier that detects concept drift by means of two CDTs monitoring the distribution of input data and the classification error. For the first time in the literature we use both the input data and the supervised couples to detect concept drift and identify and compare concepts. This guarantees a very high adaptiveness to concept drift.
thanks to an improved detection ability. At the same time the method reduces false positive detections and simplifies the configuration phase in the JIT classifier. Differently from the approaches present in the literature that tailor the concept-drift detection ability to a specific classifier, the proposed solution is very flexible and any classification scheme can be employed within the JIT framework. As an example, in the experimental section, we customize the JIT approach to integrate k-nearest neighbor, naïve Bayes and support vector machine as classifiers.

III. PROBLEM FORMULATION

Let us consider a classification problem where sequential i.i.d. couples \((x_t, y_t)\) are generated according to an unknown pdf. In particular, let \(x_t \in \mathbb{R}^d\) be the input at time \(t\), generated by the unknown process \(X\) and \(y_t\) its class label, belonging to a finite set \(\Lambda\). The pdf of inputs at time \(t\) can be expressed as

\[
p(x|t) = \sum_{y \in \Lambda} p(y|t)p(x|y, t), \quad \text{such that} \quad \sum_{y \in \Lambda} p(y|t) = 1,
\]

where \(p(y|t) > 0\), is the probability of receiving a sample of class \(y \in \Lambda\), while \(p(x|y, t)\) is the class conditional distribution at time \(t\). Both \(p(y|t)\) and \(p(x|y, t)\) are unknown and may change following a concept drift. The training sequence is composed of the first \(T_0\) observations (either input data or supervised couples) assumed to be generated in stationary conditions, i.e., \(p(y|t)\) and \(p(x|y, t)\) do not change for \(t \in [0, T_0]\) and \(\forall y \in \Lambda\). Beside stationarity, we assume that the training sequence contains also supervised pairs, i.e., the true label \(y_t\) is made available for some \(x_t, t \in [0, T_0]\). No assumptions are made on how often supervised pairs \((x_t, y_t)\) are provided during the operational life \((t > T_0)\), as these could be received following a regular time-pattern scheme (e.g., one supervised sample out of \(m\)) or asynchronously.

IV. JIT CLASSIFIERS FOR RECURRENT CONCEPTS: THE GENERAL FORMULATION

The key elements composing a JIT classifier are the set of concept representations \(C = \{C_1, \ldots, C_N\}\) and the set of operators \(\{U, \Upsilon, D, E, K\}\) designed to handle such representations.

The \(i\)-th concept representation is defined as the triplet \(C_i = (Z_i, F_i, D_i)\) where \(Z_i\) is a sequence of supervised couples, \(F_i\) is a sequence of features characterizing the \(i\)-th concept and used to assess the equivalence between two concept representations, and \(D_i\) is a sequence of features used to inspect changes in the \(i\)-th concept. Not rarely, \(D_i\) also contains features \(F_i\). Examples of \(D_i\) are the cumulative statistics used by CUSUM-based CDTs [34]; examples of \(F_i\) are the sample statistics derived from non-overlapping subsequences of observations.

The operators are defined as follows:

- the update operator \(U(C_i, R) \rightarrow C_i\). Operator \(U\) receives concept \(C_i\) and \(R\), a sequence of recent supervised couples (or inputs). \(U\) modifies the concept representation \(C_i\) by appending recent supervised samples from \(R\) to \(Z_i\) and features extracted from \(R\) to \(F_i\);
- the split operator \(\Upsilon(C_i) \rightarrow (C_j, C_k)\). The operator \(\Upsilon\) divides a concept representation \(C_i\) into two disjoint concept representations \(C_j\) and \(C_k\). Elements that cannot be safely associated either to \(C_j\) or \(C_k\) are discarded.
- the concept-drift detection operator \(D(C_i) \rightarrow \{0, 1\}\). \(D\) sequentially assesses the stationarity of concept \(C_i\) by monitoring features in \(D_i\). When \(D(C_i) = 0\) all observations yielding \(C_i\) are considered from the same concept, i.e., “no concept drift” has occurred. When \(D(C_i) = 1\), “concept drift has been detected”.
- the equivalence operator \(E(C_i, C_j) \rightarrow \{0, 1\}\). \(E\) checks if \(C_i\) and \(C_j\) are equivalent: \(E(C_i, C_j) = 1\) means that \(C_i\) and \(C_j\) are two representations coming from the same concept. \(E(C_i, C_j) = 0\) means that \(C_i\) and \(C_j\) are representations of different concepts.
- the classifier \(K(Z, x_t) \rightarrow \Lambda\). \(K\) is configured on \(Z\) and assigns label \(\hat{y}_t \in \Lambda\) to input sample \(x_t\).

A general description of the JIT classifier is presented in Algorithm 1. The JIT classifier requires an initial training sequence to build \(C_0 = (Z_0, F_0, D_0)\), a representation of the initial stationary concept (line 1). The initially-empty set \(Z_{\text{rec}}\) stores supervised couples coming from previous occurrences of the current concept.

During the operational life, the JIT classifier receives input \(x_t\) or supervised couples \((x_t, y_t)\) (line 3) that are used to update \(C_i\) –the representation of the current concept– by means of the update operator \(U\). This operator extracts features from inputs and appends them to \(F_i\) (line 4) and inserts supervised couples into \(Z_i\) (line 6).

The concept-drift detection detection operator \(D\) (line 7) monitors the possible occurrence of concept drift by computing and
inspecting features stored in $D_i$. As soon as a concept drift is detected, a new representation of the concept is created from the most recent inputs and supervised couples (lines 8 - 11). The split operator $T$ then separates supervised samples and features belonging to the new concept $C_i$ from those belonging to a previous concept $C_{i-1}$. Supervised couples and features that cannot be safely associated either to $C_i$ or $C_{i-1}$ are discarded.

After each concept-drift detection, the JIT classifier checks if the actual concept is recurrent, i.e., if the concept drift has moved the process into an already encountered state. To this end, the update operator $U$ by inserting a new representation of the concept is created following the general framework of Algorithm 1. In the supervised couples in $F_i$, the set collecting the supervised couples of concept representations coherent with $C_i$ (line 12). After each concept-drift detection, the operator $D$ is reconfigured to detect further concept drift that might affect the new state of $X$.

Finally, the classifier $K$, which exploits both fresh supervised couples in $Z_i$ and supervised couples from recurrent concepts stored in $Z_{rec}$, assigns label $\hat{y}_t$ to input $x_t$ (line 14).

V. JIT CLASSIFIERS FOR RECURRENT CONCEPTS: A REALIZATION

The section instances a JIT classifier for recurrent concept satisfying the general framework of Algorithm 1. In the following the $i$-th concept representation $C_i$ is defined as

- $Z_i$, the set of available supervised couples.
- $F_i$, the features characterizing the $i$-th concept are extracted from non-overlapping subsequences $Q_X$ containing $\nu_X$ observations (no supervised labels are here requested). These features represent condensed information about the data-generating process and, together with supervised samples, are essential to isolate and identify recurrent concepts. The first feature in $F_i$ is the sample mean $M$, computed from the $s$-th subsequence

$$M(s) = \frac{1}{\nu_X} \sum_{t=(s-1)\nu_X+1}^{s \nu_X} x_t; \quad (2)$$

the second feature is a power-law transformation of the sample variance, i.e.,

$$V(s) = \left( \frac{S(s)}{\nu_X - 1} \right)^{h_0}, \quad \text{being} \quad S(s) = \sum_{t=(s-1)\nu_X+1}^{s \nu_X} (x_t - M(s))^2. \quad (3)$$

This power-law transform yields values of $V$ approximately Gaussian distributed; its exponent $h_0$ is computed as

$$h_0 = 1 - (\kappa_1 \kappa_3)/3 \kappa_2^2,$$

where $\kappa_i$ is the $i$-th cumulant of the distribution of the sample variance. In practice, these cumulants are computed from the values of $S$ on the training sequence (refer to [35] and [4] for additional details). The features pair $(M, V)$ provides a second-order approximation of the input distribution: for this reason the proposed concept representation encompasses them and the split $T$ and equivalence $E$ operators take them into account to partition and compare concept representations.

- $D_i$, the features used for detecting concept drift by means of CDTs. Features $D_i = (F_i, P_i)$ include $F_i$, since we adopt the ICI-based CDT [4] that detects concept drift by monitoring nonstationarities in $M(s)$ and $V(s)$. The sequence $P_i$ contains the estimates of the classification error computed over non-overlapping subsequences $Q_i$, each containing $\nu_e$ supervised samples in $Z_i$, i.e.,

$$P_i = \left\{ \frac{1}{\nu_e} \sum_{t \in Q}^{} \epsilon_t, \ Q \subset Z_i \right\}, \quad (4)$$

where the element-wise error $\epsilon_t$ is defined as

$$\epsilon_t = \begin{cases} 0, & \text{if } y_t = K_0(x_t) \\ 1, & \text{otherwise} \end{cases}; \quad (5)$$

$K_0$ is a classifier used specifically for change-detection purposes and $K_0(x_t)$ is the label assigned to $x_t$. Nonstationarities in $P_i$ are detected by the CDT proposed in [5]. Thus, the proposed JIT classifier detects concept drift as a violation in stationarity of either $F_i$ or $P_i$.

A. Updating a Concept: the Update Operator $U$

$U$ updates the current representation $C_i$ by inserting a supervised couple or extracting features from a sequence of input data. In particular, the update operator applied to a supervised pair $\{(x_t, y_t)\}$ is defined as

$$C_i = U(C_i, \{(x_t, y_t)\}) = \left\{ \begin{array}{ll} Z_i = Z_i \cup (x_t, y_t) \\ F_i = F_i \end{array} \right. \quad (6)$$

while the update operator applied to a sequence of $\nu_X$ input data $\{x_t\}^{s \nu_X}_{(s-1)\nu_X+1}$ is

$$C_i = U(C_i, \{x_t\}^{s \nu_X}_{(s-1)\nu_X+1}) = \left\{ \begin{array}{ll} Z_i = Z_i \\ F_i = F_i \cup [M(s); V(s)] \end{array} \right. \quad (7)$$

where $[M(s); V(s)]$ is the column vector obtained by stacking the respective $M(s)$ and $V(s)$ instances.

B. Detecting Concept Drift: the Concept Drift Operator $D$

The concept-drift detection operator $D$ consists in two CDTs exploiting the intersection of confidence intervals (ICI) rule [36], [37] as a core technique for detecting changes in stationarity. ICI-based CDTs [4] are sequential CDTs meant for scalar data streams. At first, inputs are partitioned into non-overlapping subsequences where features are extracted, then, the ICI-rule assesses, on-line and sequentially, the stationarity of the expected value of each feature. Remarkably, these CDTs come with a refinement procedure (Algorithm 3 in [4]) that isolates, after each detection, observations (both input data and supervised couples) that have been generated by the process in the new state; this information can be used to reconfigure
the CDT after each concept-drift detection. This characteristic, coupled with the reduced computational complexity, makes the ICI-based CDT the ideal candidate to be employed within a JIT framework.

The concept drift operator $\mathcal{D}$ is defined as

$$
\mathcal{D}(C_i) = (\text{CDT}_X(F_i)) (\text{CDT}_c(P_i)) \in \{0,1\},
$$

where $\| \|$ is the OR-logical operator; $\text{CDT}_X(F_i) = 1$ and $\text{CDT}_c(P_i) = 1$ imply that a concept drift has been detected in the stream of features $F_i$ and in the estimates of the classification error $P_i$, respectively. Any new feature value, as well as any new estimate of the classification error of $K_0$ is included in $D_i$, as these will be used for reconfiguring the CDTs after a detection. In particular, $\text{CDT}_X$ monitors the distribution of input data disregarding possible existing labels, while $\text{CDT}_c$ verifies whether the average classification error in $P_i$ is constant or not. In what follows we detail the $\text{CDT}_X$ and $\text{CDT}_c$ tests.

**CDT$_X$**: $\text{CDT}_X$ assesses the stationarity of the process by inspecting each of the features in $F_i$ for changes. A concept drift is detected as soon as the ICI-rule identifies a nonstationarity either in $M$ or $V$. However, the CDT structurally introduces false positives, i.e., detections that do not correspond to concept drift. A hierarchical formulation of the ICI-based CDT has been designed in [10] to keep under control the occurrence of false positives. The two-level architecture consists in $\text{CDT}_X$ at the lower level and a change-validation procedure at the upper level which, in addition to the assessment of the change, provides a confidence level. The hierarchical CDT exploits $T_{\text{ref},i}^*$ – a refined estimate of the change time-instant $T_{\text{ref},i}$ – provided by the refinement procedure. Let $\hat{T}_{\text{ref},i}$ be the time instant in which $\text{CDT}_X$ determines a drift in features $F_i$. The change validation is formulated as a multivariate hypothesis test based on two sequences of features: those extracted from the time interval $[T_{\text{ref},i}, \hat{T}_{\text{ref},i}]$, characterizing the new candidate concept and those extracted in interval $[T_{\text{ref},i-1}, \hat{T}_{\text{ref},i-1}]$, referring to the previous concept (i.e., the one in which $\text{CDT}_X$ was configured). The procedure is as follows: stack in column vectors the features extracted in these time intervals\(^1\) (each feature representing a row) and compute their means $\bar{F}_i$ and $\bar{F}_{i-1}$ and the pooled sample covariance matrix. The null hypothesis $H_0$ is formulated as

$$
H_0 : \| \bar{F}_i - \bar{F}_{i-1} \| = 0,
$$

where $0$ represents the two-dimensional vector of null components. Then, an Hotelling $T^2$ test [38] can be executed to reject the null hypothesis at a predefined confidence level $\alpha$. When the null hypothesis is not rejected, the $\text{CDT}_X$ parameters are reconfigured from the original state (i.e., features in the $[T_{\text{ref},i-1}, \hat{T}_{\text{ref},i-1}]$ interval). Otherwise, the change is confirmed.

We consider the change-validation step as a part of the CDT (Algorithm 2, line 7) and, for this reason, it is not expressly reported in Algorithm 2. It also has to be mentioned that, although the presented solution is meant for features coming from $\text{CDT}_X$, an ad-hoc validation procedure can be in principle implemented for different features.

$\text{CDT}_X$ is initially configured on a training sequence (generated in stationary conditions) to estimate $h_0$ in (3), the expected value, and the confidence interval for each feature. In order to reliably reconfigure $\text{CDT}_X$ we require at least $M_X$ subsequences (i.e., $\nu_X M_X$ observations) and, whenever the input data received within the $[T_{\text{ref},i}, \hat{T}_{i}]$ interval are not enough, the reconfiguration of the CDT is postponed (and the JIT classifier temporarily operates without concept-drift detection abilities). Further details regarding $\text{CDT}_X$ and its hierarchical formulation can be found in [4] and [10], respectively.

**CDT$_c$**: There are two main reasons justifying the importance of monitoring the evolution of the classification error over time. At first, the analysis of the classification error allow us to detect concept drift affecting $p(y|x)$. Second, monitoring the classification error allows the JIT classifier to react to concept drift when it directly influences its accuracy. As such, it is particularly useful to consider also CDT$_c$ to monitor the classification error, since $\text{CDT}_X$ cannot perceive changes – even dramatic – that leave $p(x)$ unchanged, e.g., a classes’ swap. It has to be mentioned that detection performance of CDT$_c$ strongly depends on the availability of supervised information.

The proposed CDT$_c$ consists in a customized ICI-based CDT for monitoring the stationarity of $P_i$, defined as in (4). Then, we need to configure an additional classifier $K_0$, which is used to compute the average classification error over non-overlapping subsequences of supervised samples, and it is never updated.

The element-wise classification error in (5) can be modeled as a Bernoulli random variable having expectation $p_0$. In stationary conditions, $p_0$ is constant since $K_0$ is not updated and, since $x_i$ are independent, $\epsilon_i$s are also independent. The sum of $\nu_c$ i.i.d. Bernoulli random variables follows a Binomial distribution $B(p_0, \nu_c)$, which can be approximated with a Gaussian distribution whenever $\nu_c$ is sufficiently large, i.e.,

$$
B(p_0, \nu_c) \approx N\left(p_0 \nu_c, p_0(1 - p_0)\nu_c\right).
$$

Thanks to (10) we can apply the ICI-based CDT to $P_i$, to check whether the sequence (4) containing the average errors of $K_0$ over non-overlapping sequences $Q_\epsilon$ of $\nu_c$ supervised samples

$$
\hat{p}_0 = \frac{1}{\nu_c} \sum_{\epsilon \in Q_\epsilon} \epsilon_i,
$$

is stationary over time or not.

Similar to $\text{CDT}_X$, $\text{CDT}_c$ is paired with its own change-validation procedure to reduce the occurrence of false positives. The validation of any $\text{CDT}_c$ detection is here formulated as an inference problem on the proportions of misclassified observations by $K_0$ on two disjoint validation sets. An univariate $t$-test can be defined with the following null hypothesis

$$
H_0 : \| \bar{\tau}_{i-1} - \bar{\tau}_i \| = 0
$$

being $\bar{\tau}_{i-1}$ and $\bar{\tau}_i$ the average classification error of $K_0$ computed on supervised observations provided within $[T_{\text{ref},i-1}, \hat{T}_{i-1}]$ and $[T_{\text{ref},i}, \hat{T}_i]$, respectively. The test statistics

\(^1\)For this comparison the values of $V$ in $[T_{\text{ref},i}, \hat{T}_{i}]$ and $[T_{\text{ref},i-1}, \hat{T}_{i-1}]$ are computed from an unique value $h_0$ of (3), e.g. that one estimated from the concept spanning the longest time interval.
follow a Gaussian distribution, which can be rejected according to a predefined confidence level $\alpha$ (that in principle could differ from that used for $\text{CDT}_X$).

The configuration of $\text{CDT}_r$ requires the partitioning of $Z_i$ – the set of supervised samples – into two subsets $TS_i$ and $VS_i$ such that $TS_i \cap VS_i = \emptyset$ and $TS_i \cup VS_i = Z_i$. $TS_i$ is used to train $K_0$, while $VS_i$ is used to compute the sequence of classification errors $P_i$ as in (4). The initial configuration consists in computing confidence intervals using the Gaussian approximation (10), where $p_0$ is replaced by the average over $P_i$. As for $\text{CDT}_X$, the configuration of $\text{CDT}_r$ after each concept-drift detection relies on $T_{\ref,i}$ estimated by the refinement procedure; similarly, $\text{CDT}_r$ requires a minimum number of $\nu_i M_i$ supervised couples for training $K_0$ and computing $P_i$. Other considerations related to the configuration of $\text{CDT}_X$ hold also for $\text{CDT}_r$. Further details concerning $\text{CDT}_r$ can be found in [5].

It is important to remark that monitoring the classification error of $K$ (i.e., the classification error measured on the available supervised couples, as in [15]) would result in a high false-positive rate for $\text{CDT}_r$ since $K$ is expected to improve its accuracy, when supervised couples are made available in stationary conditions.

C. Concept Isolation: the Split Operator $\Upsilon(C_i)$

Every time a concept drift is detected, the JIT classifier builds a representation of the concept $C_i$ by relying on the split operator $\Upsilon$. In particular, $C_i$ can be obtained by considering all supervised samples and features coming from time interval $[T_{\ref,i}, \hat{T}_i]$. Then, also $C_{i-1}$ – now referring to the previous concept – has to be updated by removing features and supervised couples related to the new concept. Different solutions for $\Upsilon$ are possible.

For instance, the simplest solution would include in $C_{i-1}$ all available supervised samples and features acquired in time interval $[T_{\ref,i-1}, T_{\ref,i}]$ (being $T_{\ref,i-1}$ provided by the refinement procedure at the detection $\hat{T}_{i-1}$). The corresponding split operator $\Upsilon$ is defined as

$$\Upsilon(C_i) = (C_i, C_{i-1})$$

where

$$C_i = \left( Z_i|\{T_{i\ref}, \hat{T}_i\}, F_i|\{T_{i\ref}, \hat{T}_i\} \right)$$

$$C_{i-1} = \left( Z_{i-1}|\{T_{i\ref}, \hat{T}_{i-1}, T_{i,1}\}, F_{i-1}|\{T_{i\ref}, \hat{T}_{i-1}, T_{i,1}\} \right)$$

where $Z_i|\{t_1, t_2\}$ and $F_i|\{t_1, t_2\}$ collect the supervised couples and the feature values acquired in the time interval $[t_1, t_2]$ from $Z_i$ and $F_i$, respectively. Since $T_{\ref,i}$ typically overestimates $T_i^*$, $C_{i-1}$ might still contain supervised couples and features generated after the concept drift (and, as such, belonging to $C_i$ and incoherent with $C_{i-1}$).

A different, more conservative, solution would consider supervised couples and features acquired within the interval $[T_{\ref,i-1}, \hat{T}_{i-1}]$. In this case, the split operator $\Upsilon$ is defined as

$$\Upsilon(C_i) = (C_i, C_{i-1})$$

where

$$C_i = \left( Z_i|\{T_{i\ref}, \hat{T}_i\}, F_i|\{T_{i\ref}, \hat{T}_i\} \right)$$

$$C_{i-1} = \left( Z_{i-1}|\{T_{i\ref}, \hat{T}_{i-1}, T_{i,1}\}, F_{i-1}|\{T_{i\ref}, \hat{T}_{i-1}, T_{i,1}\} \right)$$

This option guarantees to consider only features and supervised couples coming from the previous concept $C_{i-1}$, but discards those features and supervised couples belonging to interval $[\hat{T}_i, T_{\ref,i}]$ (over-conservative approach).

A preferable solution would require computing $T_{\text{end},i-1}$, which is an estimate of the concept-drift time instant $T_i^*$ satisfying the conditions $T_{\text{end},i-1} \leq T_i^* \leq T_{\ref,i}$, and use $T_{\text{end},i-1}$ to bound $C_{i-1}$. Thus, the split operator $\Upsilon$ would become

$$\Upsilon(C_i) = (C_i, C_{i-1})$$

where

$$C_i = \left( Z_i|\{T_{\text{end},i-1}, T_{\ref,i}\}, F_i|\{T_{\text{end},i-1}, T_{\ref,i}\} \right)$$

$$C_{i-1} = \left( Z_{i-1}|\{T_{\text{end},i-1,1}, T_{\text{end},i-1,1}\}, F_{i-1}|\{T_{\text{end},i-1,1}, T_{\text{end},i-1,1}\} \right)$$

This split operator discards features and supervised couples in $[T_{\text{end,i-1}}, T_{\ref,i}]$ as they cannot be safely associated to any concept. The first CD T detecting a concept drift (either $\text{CDT}_X$ or $\text{CDT}_r$) is used to compute $T_{\text{end},i-1}$. The core idea is to use the CD T backward, by configuring it on the new concept $C_i$ and then processing the (corresponding) features in $D_i$ in a reverse time order to detect a deviation from the new encountered concept. In practice, the CD T is trained on the features (or the average classification error) in $[T_{\ref,i}, \hat{T}_i]$ and processes those between $T_{\ref,i}$ and $T_{\ref,i-1}$: the change-point detected by such CD T is denoted by $T_{\text{end},i-1}$ and typically underestimates $T_i^*$ (considering the forward time). Fig. 1 illustrates how the estimates $T_{\text{end},i-1,1}, \hat{T}_i$ and $T_{\ref,i}$, provided by the online CD Ts, the backward CD T and the refinement procedure, respectively, are typically set along the time-horizon w.r.t. the true concept-drift time-instant $T_i^*$, and how concepts $C_i$ and $C_{i-1}$ are isolated by the split operator $\Upsilon$. In our implementation we use the split operator defined in (12).

D. Identifying Recurrent Concepts: the Equivalence Operator $\mathcal{E}$

The identification of recurrent concepts consists in an exhaustive, pair-wise, comparison of the new concept representation $C_i$ with each concept representation in $C = \{C_j, 0 \leq j < i\}$ by means of the equivalence operator $\mathcal{E}$. The comparison between $C_i$ and $C_j$ determines if the two representations belong to the same concept. Such comparison cannot be carried out by estimating the underlying pdfs, as in general this requires a large number of supervised couples. Differently, we analyze sample moments of the input pdf (by comparing $F_i$ and $F_j$) and information derived from the $p(y|x)$ (by comparing $Z_i$ and $Z_j$). The comparison between $F_i$ and $F_j$ is formulated as an equivalence-test problem, while comparison of supervised samples consists in analyzing the similarity of two classifiers trained on $Z_i$ and $Z_j$ on a common validation
The recurrent concept operator $E$ is defined as:

$$E(C_i, C_j) = \begin{cases} 1 & \text{if } F_i \text{ is equivalent to } F_j \text{ and } Z_i \text{ is equivalent to } Z_j \\ 0 & \text{otherwise} \end{cases}$$

Comparing $F_i$ and $F_j$: Equivalence tests are statistical techniques originally developed to assess if two different formulations of the same drug are bioequivalent, i.e., they provide equal therapeutic effects. Bioequivalence is typically assessed by analyzing univariate biological responses using the Two One-Sided Tests (TOST) procedure [39], [40]. In TOST, the null hypothesis corresponds to the non-equivalence of the analyzed quantities, while the equivalence corresponds to the alternative hypothesis. It follows that, when the null hypothesis is rejected, the TOST concludes the equivalence at a given confidence level $\alpha$.

When comparing any pair of concept representations $C_i$ and $C_j$, we apply two independent TOSTs to determine if the mean of the $\kappa$-th component $F^\kappa_i$ of $F_i$ is equivalent to the mean of the $\kappa$-th component $F^\kappa_j$ of $F_j$, where $\kappa = 1, 2$. The null ($H_0$) and alternative ($H_1$) hypothesis are formulated as

$$H_0 : \mathbb{E}(F^\kappa_i - F^\kappa_j) < \theta_L \text{ or } \mathbb{E}(F^\kappa_i - F^\kappa_j) > \theta_U,$$

$$H_1 : \mathbb{E}(F^\kappa_i - F^\kappa_j) \leq \theta_L \text{ and } \mathbb{E}(F^\kappa_i - F^\kappa_j) \leq \theta_U$$

where $\theta_L$ and $\theta_U$ are the upper and lower bounds for the equivalence region. Since $F^\kappa_i$ and $F^\kappa_j$ follow a Gaussian distribution, the above test can be performed by using two one-sided $t$-tests.

Comparing $Z_i$ and $Z_j$: The comparison of features $F_i$ and $F_j$ disregards the supervised information (stored in $Z_i$ and $Z_j$) and, as such, it may erroneously state the equivalence between two concepts characterized by the same input distribution, although having labels ruled by very different data-generating processes.

To check whether $Z_i$ and $Z_j$ are generated from the same pdf we train two classifiers $K_i$ and $K_j$ on two subsets $TS_i \subset Z_i$ and $TS_j \subset Z_j$, such that the number of couples in $TS_i$ equals the one in $TS_j$, i.e., $\#TS_i = \#TS_j$, where $\#$ denotes the set cardinality. Classifiers $K_i$ and $K_j$ are estimates of the distributions determining the labels in $Z_i$ and $Z_j$, respectively; our approach consists in measuring how different these distributions are by comparing the outputs of $K_i$ and $K_j$ on a common validation set. To this purpose, let $VS_i$ and $VS_j$ be the supervised couples of $Z_i$ and $Z_j$ that are not in $TS_i$ and $TS_j$, respectively, and define the common validation set $VS$ as the largest between $VS_i$ and $VS_j$. We then compute the percentage of samples $q$ for which $K_i$ and $K_j$ provide the same output on $VS$, i.e.,

$$q = 1 - \frac{\sum_{t \in VS} \delta_{i,j}(x_t)}{\#VS},$$

where $\delta_{i,j}(x_t) = 1$ if $K_i(x_t) = K_j(x_t)$, 0 otherwise. We say that $Z_i$ and $Z_j$ are not equivalent when $q$ exceeds threshold $r$. The rationale behind this procedure is similar to that leading to the measure of conceptual equivalence in [23].

E. Classify Input Samples: Classifier $K$

Classifier $K$ assigns the label $\hat{y}_t = K(x_t)$ to each input $x_t$, by relying on knowledge base that includes $Z_t$ (the supervised couples provided since the last concept-drift detection) and $Z_{rec}$ (the set of supervised couples belonging to concept representations that are considered equivalent). The JIT framework is general and different solutions can be obtained by using linear discriminant analysis, $k$-nearest neighbor, naïve Bayes classifier, feedforward neural networks, support vector machines and any other model both for $K$ and $K_0$.

F. Algorithm

The JIT adaptive classifier for recurrent concepts of Algorithm 2 is detailed in the sequel. Lines 1-8 refer to the training phase. In stationary conditions (lines 9-22, 41-42), the classifier improves its accuracy over time by exploiting additional supervised information coming from the field and updates the current concept representation. Differently, in nonstationary conditions (lines 23-40), the current classifier is discarded and a new one configured with supervised pairs coming from the current concept (lines 24-29) or from coherent previously encountered concepts (lines 30-40).

In precisely, the training phase of the proposed classifier (lines 1-8) consists in configuring $K$, $K_0$ (trained on $TS_0$), CDT$_X$, and CDT$_e$ (configured on $P_0$ computed on $VS_0$, where $Z_0 = TS_0 \cup VS_0$). Each of these elements requires a different amount of samples to be configured: for sake of simplicity, in the following, we assume that the initial training sequence contains enough observations (both supervised and not) to configure all of them. However, in circumstances where a suitable training sequence is not available, it is possible to postpone the activation of the CDTs until enough samples for the configuration become available. It is important to remark that $K_0$ is never updated with additional supervised information coming from the field and is retrained only when a concept drift is detected (lines 32-34).

During the operational life (line 9), the classifier receives inputs $x_t$ from the data-generating process, and $C_i$ is updated according to the $U$ operator described in Section V-A (lines 12, 20). The classifier $K$ is promptly retrained as soon as a new couple $(x_t, y_t)$ is made available (line 13). When $\nu_0$ supervised couples have been acquired (line 15), CDT$_e$ is executed. Similarly, when a sequence of $\nu_X$ observations (disregarding their labels) has been acquired (line 19), the features $M$ and $V$ are computed as in (2) and (3), appended to $F_1$ (line 20), and CDT$_X$ is then executed (line 21). The combination of CDT$_X$ and CDT$_e$ according to (8) yields the $D$ operator (line 23) described in Section V-B. The buffer sequence $Q_X$ is used to temporarily store input data for feature extraction, while $Q_e$ temporarily stores the supervised couples to compute the estimates of classification error of $K_0$.

When either CDT$_X$ or CDT$_e$ detects a change, the corresponding refinement procedure is executed yielding $T_{ref}$ (line 25), and the new concept is isolated (lines 26, 27) by means of the split operator $T$ (12). After the change, all obsolete information is removed from the knowledge base of $K$ (line 28), which is then trained by using only those supervised
1. Acquire the initial training sequence $O_{T_0}$;
2. Extract $F_0$ from $O_{T_0}$ and configure $CDT_X$;
3. Build $Z_0$ as the set of supervised couples in $O_{T_0}$;
4. Partition $Z_0$ into $TS_0$ and $VS_0$;
5. Train $K$ on $Z_0$ and $K_0$ on $TS_0$;
6. Compute $P_0$ as in (4) and configure $CDT_i$;
7. $D_0 = (F_0, P_0)$ and $C_0 = (Z_0, F_0, D_0)$;
8. $i = 0$, $Q_X = \emptyset$, $Q_e = \emptyset$;
9. while $(x_i$ is available) do
   10. $Q_X = Q_X \cup \{x_i\}$
   11. if $(y_i$ is available) then
      12. $Z_i = Z_i \cup \{(x_i, y_i)\}$
      13. Update $K$ with $(x_i, y_i)$;
      14. $Q_e = Q_e \cup \{(x_i, y_i)\}$
      15. if $(\#Q_X = \nu_X)$ then
         16. $\hat{p}_0 = \frac{1}{K} \sum Q_e \{(K_0(x_t) - y_t)\}$ as in (11) and append it to $P_i$;
         17. $r_e = CDT_e(P_i)$;
         18. $Q_e = \emptyset$;
   end
   19. if $(\#Q_X = \nu_X)$ then
      20. Compute new feature value and insert in $F_i$;
      21. $r_X = CDT_X(F_i)$;
      22. $Q_X = \emptyset$;
   end
   23. if $(r_X = 1) \land (r_e = 1)$ then
      24. $i = i + 1$;
      25. Estimate $T_{ref,i}$ with the refinement proc. [4];
      26. Estimate $T_{end,i-1}$ with $CDT_X$ (or $CDT_e$) configured on $C_i$ operating backward on $D_i$;
      27. Isolate $C_i$ and $C_i-1$ as described in (12);
      28. Configure $K$ from $Z_i$;
      29. reconfigure = 1;
   end
   30. if (reconfigure = 1 and $\#F_i \geq M_X$ and $\#P_i \geq M_e$) then
      31. Configure $CDT_X$ on $F_i$;
      32. Partition $Z_i$ into $TS_i$ and $VS_i$;
      33. Train $K_0$ on $TS_i$;
      34. Compute $P_i$ as in (4) and configure $CDT_e$;
      35. $Z_{rec} = \emptyset$;
      36. for $(j = 0; j < i; j++)$ do
         37. if $(\mathcal{E}(C_i, C_j) = 1)$ then
            38. $Z_{rec} = Z_{rec} \cup Z_j$;
         end
      end
      39. train $K$ on $Z_i \cup Z_{rec}$;
      40. reconfigure = 0;
      41. if $(y_i$ is not provided) then
         42. Assign label $\hat{y}_i = K(x_t)$ to $x_t$.
   end
end

Algorithm 2: The proposed JIT classifier for recurrent concepts.

couples belonging to $Z_t$. In contrast, the CDT$s configuration and the procedure for identifying recurrent concepts typically require a minimum number of samples (i.e., $\#F_i > M_X$ and $\#P_i > M_e$). For this reason, the reconfiguration is scheduled (line 29) and postponed until enough samples (either supervised or not) are made available (line 30). This induces a latency in the JIT classifier that is temporarily forced to operate without any CDT to monitor concept drift (thus operating without $D$). Therefore, no concept drift can be detected during such a latency period, although the classifier $K$ (configured on the most recent samples) assigns labels to inputs (line 42) and is regularly updated at each supervised couple (line 13); $C_i$ is also regularly updated (lines 12 and 20). As soon as enough features and supervised samples are available, the CDT$s are reconfigured to detect a further concept drift; in particular, $CDT_X$ is configured on $F_i$ (line 31), $K_0$ is trained on $TS_i$ (line 33) and the average classification error $P_i$ is computed over $VS_i$. $CDT_e$ is then configured from $P_i$ (line 34).

Afterwards (lines 36 - 38), $C_i$ is compared with all the concept representations stored by the JIT classifier in $C = \{C_j, 0 \leq j < i\}$ by means of the equivalence operator $\mathcal{E}$ described in Section V-D. This procedure allows the JIT classifier to take advantage of recurrent concepts, since $K$ is trained again by using supervised couples belonging to $C_i$ and all concept representations equivalent to $C_i$ (lines 39 - line 40). Finally, when $x_t$ is not supervised (line 41), it is classified by $K$ (line 42).

We emphasize that the need to store feature values $F_i$ and supervised samples $Z_i$ in concepts $C_i$ could make the use of the proposed JIT classifier critical on potentially-infinite datastreams. To address this issue we could consider different solutions. First, we could impose a bound on the number of supervised samples stored in $Z_i$. Second, pruning techniques on the supervised samples can be considered (e.g., condensing and editing techniques of the knowledge base). Third, an oblivion coefficient could be considered to implicitly remove oldest occurrences of concepts.

VI. EXPERIMENTS

To test the performance of the JIT classifier provided in Algorithm 2 we considered synthetic datasets (both scalar and multivariate) and a real world application characterized by high-dimensional data. We consider the following base classifiers:

- a $k$-Nearest Neighborhood ($k$-NN) classifier where $k$ is set as in [3],
- a Naïve Bayes (NB) classifier based on Gaussian distributions.
- a Support Vector Machine (SVM) classifier.

The above classification cores were then inserted into different adaptive classification frameworks for comparison:

- the proposed JIT classifier of Algorithm 2 (green dashed line with square marker),
- the JIT classifier of Algorithm 2 without the recurrent concept management ability (blue solid line with triangle down marker).
A classifier $U$, trained on all available data every time a new supervised couple is provided (dotted black line). This classifier guarantees the best performance in stationary conditions.

A short memory classifier $W$, trained on a sliding window open over the latest 40 supervised samples (solid red line with circle marker). This passive classifier naturally adapts to concept drift.

An ensemble $E$ that combines the proposed JIT classifier with $W$ by using the following selection rule: the label is assigned by the classifier that guarantees the highest accuracy over the last 40 supervised couples (dashed-dotted purple line with triangle up marker).

All the implementations of JIT classifiers use the same family of classifiers for both $K$ and $K_0$.

**Figures of Merit:** The classification accuracy on unsupervised samples is the main figure of merit used to assess the performance of the considered adaptive classifiers (in a controlled environment we know which label should be associated to each input). Plots in Fig. 2 and 3 show, in each time instant, the percentage of misclassified samples in 2000 runs, averaged over a sliding window of 40 samples. The average classification error over the entire dataset is reported in Table I that also shows the performance in terms of precision and recall of the equivalence operator, computed as

$$
\text{precision} = \frac{tp}{tp + fp} \quad \text{and} \quad \text{recall} = \frac{tp}{tp + fn},
$$

being:

- $tp$ (true positives): number of pairs $(C_i, C_j)$ referring to the same concept and yielding $\mathcal{E}(C_i, C_j) = 1$;
- $fp$ (false positives): number of pairs $(C_i, C_j)$ referring to different concepts but yielding $\mathcal{E}(C_i, C_j) = 1$;
- $fn$ (true negative): number of pairs $(C_i, C_j)$ referring to the same concept and yielding $\mathcal{E}(C_i, C_j) = 0$.

In the above figures of merit we consider only pairs $(C_i, C_j)$ such that both $C_i$ and $C_j$ are entirely included within their respective concept (i.e., no concept drift within each concept representation). Note that precision and recall can be computed also when the dataset does not contain recurrent concepts, since descriptors within the same concept are equivalent.

### A. Testbeds Description

In the following classification problems a two-classes’ output is considered ($\Lambda = \{\omega_1, \omega_2\}$), with supervised couples provided at regular time instants. We generate synthetic datasets with classes having same probability and we provide a supervised sample out of $m = 5$ observations. The initial training sequence is composed of $T_0 = 400$ observations (80 supervised samples). In the real world dataset we kept the settings of [26]: the supervised label is provided once the corresponding observation has been classified; the classification error is computed at each sample. Here, the initial training sequence is composed of $T_0 = 50$ (supervised) observations.

**Synthetic Dataset, the SCALAR Testbed:** Each dataset is composed of $N = 10000$ scalar observations while concepts are ruled by Gaussian pdfs whose parameters are reported in Table II. In the following, we consider situations where both concept drift affect $p(y|x)$ and the input distribution or the $p(y|x)$ only:

- **SCALAR 1:** an abrupt concept drift affects both classes; at time $t = 5000$ the concept drifts from $C_1$ to $C_2$.
- **SCALAR 2:** a sequence of recurrent abrupt concept drift that affects both the input distribution and $p(y|x)$. The concept alternates between $C_1$ and $C_2$ every 2000 samples (recurrent concepts).
- **SCALAR 2A:** same as SCALAR 2 but the concept drift is less evident since the concept alternates between $C_1$ and $C_3$.
- **SCALAR 3:** a sequence of recurrent abrupt concept drift that affects only $p(y|x)$. Every 2000 samples the concept alternates between $C_1$ and $C_4$ (classes’ swap).
- **SCALAR 3A:** a sequence of classes’ swap similar to SCALAR 3 alternating between $C_5$ and $C_6$. Classification and detection of classes’ swap are here more challenging problems compared with those in SCALAR 3.
- **SCALAR 4:** a sequence of abrupt concept drift affecting both classes. An offset of $+2$ is added to each class mean every 2000 samples (the initial concept is $C_1$). Each concept drift affects both the input distribution and $p(y|x)$ (no recurrent concepts).
- **SCALAR 4A:** similar to SCALAR 4. Here the concept drift is less evident since the offset added to each class mean is $+1$.

**TABLE II CONSIDERED CONCEPTS**

| Concept | $p(x|\omega_1)$ | $p(x|\omega_2)$ |
|---------|-----------------|-----------------|
| $C_1$   | $N(0,4)$        | $N(2,5,4)$      |
| $C_2$   | $N(2,4)$        | $N(4,5,4)$      |
| $C_3$   | $N(1,4)$        | $N(3,5,4)$      |
| $C_4$   | $N(2,5,4)$      | $N(0,4)$        |
| $C_5$   | $N(0,4)$        | $N(2,4)$        |
| $C_6$   | $N(2,4)$        | $N(0,4)$        |

**Synthetic Datasets, MULTIVARIATE Testbed:** These datasets model classification problems where the concept drift affects only $p(y|x)$ and leaves unaltered the input distribution. In particular, we consider the following datasets:

- **CHECKERBOARD 1:** each data sequence is composed of 10000 observations uniformly distributed in the $[0,1] \times [0,1]$ domain; the classification function is ruled by a checkerboard in $[0,1] \times [0,1]$ containing 4 squares of side 0.5. The concept drift affects the classification function by rotating the checkerboard of $\{0, \pi/6, \pi/3, \pi/2, 4/3\pi\}$ every 2000 samples (no recurrent concepts).
- **CHECKERBOARD 2:** similar to CHECKERBOARD 1 with the five concepts alternating between 0 and $\pi/6$ (recurrent concepts).
- **CHECKERBOARD 3:** similar to CHECKERBOARD 1, but each sequence is composed of 20000 observations and the rotations of $\{0, \pi/3, 2/3\pi, \pi, 4/3\pi, 5/3\pi, 2\pi\}$ occur at regular time intervals (recurrent concepts).
- **MULTIVARIATE GAUSSIAN:** each class is drawn from a two-variate Gaussian distribution. Class $\omega_1$ is characterized by mean $[0,0]$ and covariance matrix $I_2$ (the
2 \times 2 identity matrix), class \(\omega_2\) is characterized by mean [2, 0] and covariance matrix \(\Sigma_2\). The concept drift occurs at \(t = 5000\) and induces a classes’ swap. Each data sequence is composed of 10000 observations.

- **SINE_2**: inputs \((x_1, x_2)\) are uniformly distributed over the \([0, 1] \times [0, 1]\) domain and the classification function is \(y = I(x_2 > 0.5 + 0.3 \sin(3\pi x_1))\), being \(I\) the indicator function. Concept drift occurs every 2000 samples, producing a classes’ swap. Each data sequence is composed of 10000 observations.
- **SINE_2A**: the same as **SINE_2** but 10% of supervised samples are provided with the wrong label (class noise).
- **SINE_IRREL_2**: the same as **SINE_2** but observations are uniformly distributed in \([0, 1]^4\), with two attributes that do not influence the classification function (irrelevant attributes).
- **SINE_IRREL_2A**: the same as **SINE_IRREL_2** with 10% of class noise added to supervised samples.

Datasets **MULTIVARIATE_GAUSSIAN** was taken from [15], as well as the **SINE_2**, **SINE_IRREL_2**, which, however, have been periodically repeated to yield recurrent concepts. Datasets **SINE_2A** and **SINE_IRREL_2A** present the same class noise as the moving hyperplanes dataset of [41]. Datasets **CHECKERBOARD_1**, 2 and 3 take inspiration from [7].

**Real World Dataset, the Emailing list**: We considered the **EMAIL_LIST** real-world dataset presented in [26], addressing a spam email filter application. The dataset contains a sequence of email messages, each related to a specific topic. The task consists in classifying emails (as a virtual user would do according to their topic) either as interesting or junk.

Concept drift is simulated as a sudden change of the user behavior who labels as interesting/junk messages from topics that previously were considered as junk/interesting. Concept drift is introduced every 300 samples; the dataset contains a sequence of recurrent classes’ swap. Email messages are provided in the Boolean bag-of-words representation, each containing 913 Boolean attributes; the whole dataset consists of 1500 supervised messages.

### Configuration of the JIT Classifier

Both CDT\(_X\) and CDT\(_\epsilon\) are configured as described in Section V, with \(\nu_X\) and \(\nu_\epsilon\) set to 20. To reconfigure CDT\(_X\) and CDT\(_\epsilon\), we require a minimum of \(M_X = 4\) feature values (corresponding to \(\nu_X M_X = 80\) input data) and \(M_\epsilon = 4\) estimates of \(\hat{\nu}_0\) (corresponding to \(\nu_\epsilon M_\epsilon = 80\) supervised couples). During the initial configuration and after each concept-drift detection, the classifier \(K_0\) is trained on 40 supervised samples, while the classification error computed on the remaining 40 samples is used to configure CDT\(_\epsilon\). In case of scalar datasets the JIT classifier relies on both CDT\(_X\) and CDT\(_\epsilon\), while on datasets characterized by multivariate observations only CDT\(_X\) is used. Similarly, in the case of multivariate datasets the procedure for identifying recurrent concepts consists only in the analysis of supervised couples.

### Other Relevant Parameters of the CDTs and of the JIT Classifier

The parameters are tuned. The ICI-based CDT sensitivity, while \(\Gamma\) refers to the refinement procedure; detailed descriptions and guidelines on how to set these parameters can be found in [4]. To speed up the concept-drift detection (at the expenses of a larger number of false positives introduced by the CDTs) we do not enforce here the change-validation procedure, though in different contexts it can be conveniently used. The parameters \(\theta_L\), \(\theta_U\), \(\alpha\) and \(\tau\) of \(\mathcal{E}\) are set in a very conservative way so as to prevent merging supervised couples of different concepts (at

### Table I

**Average Classification Error (%) and Recurrent Concepts Identification Performance**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Base classifier</th>
<th>JIT</th>
<th>Ensemble</th>
<th>JIT w/o recurrent</th>
<th>Short Memory (W)</th>
<th>Continuous Update (U)</th>
<th>Precision Recurrent</th>
<th>Recall Recurrent</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SCALAR_1</strong></td>
<td>k-NN</td>
<td>27.75</td>
<td>28.44</td>
<td>27.76</td>
<td>30.87</td>
<td>29.64</td>
<td>1</td>
<td>0.530</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>27.02</td>
<td>27.32</td>
<td>27.03</td>
<td>28.00</td>
<td>29.05</td>
<td>1</td>
<td>0.840</td>
</tr>
<tr>
<td><strong>SCALAR_2</strong></td>
<td>k-NN</td>
<td>28.84</td>
<td>29.32</td>
<td>28.93</td>
<td>31.07</td>
<td>29.62</td>
<td>1</td>
<td>0.537</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>27.62</td>
<td>27.75</td>
<td>27.67</td>
<td>30.90</td>
<td>27.82</td>
<td>1</td>
<td>0.543</td>
</tr>
<tr>
<td><strong>SCALAR_2A</strong></td>
<td>k-NN</td>
<td>28.47</td>
<td>29.04</td>
<td>28.54</td>
<td>32.46</td>
<td>41.08</td>
<td>1</td>
<td>0.514</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>27.29</td>
<td>27.52</td>
<td>27.33</td>
<td>28.02</td>
<td>27.33</td>
<td>1</td>
<td>0.864</td>
</tr>
<tr>
<td><strong>SCALAR_3</strong></td>
<td>k-NN</td>
<td>38.20</td>
<td>31.66</td>
<td>30.66</td>
<td>31.44</td>
<td>29.79</td>
<td>1</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>35.48</td>
<td>29.69</td>
<td>34.44</td>
<td>36.99</td>
<td>47.76</td>
<td>1</td>
<td>0.255</td>
</tr>
<tr>
<td><strong>SCALAR_3A</strong></td>
<td>k-NN</td>
<td>43.63</td>
<td>36.53</td>
<td>43.50</td>
<td>36.99</td>
<td>47.76</td>
<td>1</td>
<td>0.255</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>40.73</td>
<td>34.03</td>
<td>40.67</td>
<td>34.19</td>
<td>47.20</td>
<td>1</td>
<td>0.592</td>
</tr>
<tr>
<td><strong>SCALAR_4</strong></td>
<td>k-NN</td>
<td>28.95</td>
<td>29.40</td>
<td>28.91</td>
<td>31.07</td>
<td>37.93</td>
<td>0.259</td>
<td>0.504</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>27.71</td>
<td>27.81</td>
<td>27.66</td>
<td>28.20</td>
<td>37.75</td>
<td>0.407</td>
<td>0.599</td>
</tr>
<tr>
<td><strong>SCALAR_4A</strong></td>
<td>k-NN</td>
<td>28.54</td>
<td>29.10</td>
<td>28.50</td>
<td>30.89</td>
<td>31.52</td>
<td>0.062</td>
<td>0.452</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>27.38</td>
<td>27.59</td>
<td>27.32</td>
<td>28.01</td>
<td>31.07</td>
<td>0.072</td>
<td>0.818</td>
</tr>
<tr>
<td><strong>CHECKERBOARD_1</strong></td>
<td>k-NN</td>
<td>21.45</td>
<td>17.06</td>
<td>21.41</td>
<td>21.77</td>
<td>44.58</td>
<td>0.422</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>19.92</td>
<td>14.32</td>
<td>20.37</td>
<td>18.93</td>
<td>24.48</td>
<td>1</td>
<td>0.799</td>
</tr>
<tr>
<td><strong>CHECKERBOARD_2</strong></td>
<td>k-NN</td>
<td>18.60</td>
<td>15.60</td>
<td>18.83</td>
<td>20.48</td>
<td>25.67</td>
<td>0.977</td>
<td>0.833</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>23.60</td>
<td>21.74</td>
<td>23.61</td>
<td>25.00</td>
<td>47.85</td>
<td>1</td>
<td>0.947</td>
</tr>
<tr>
<td><strong>CHECKERBOARD_3</strong></td>
<td>k-NN</td>
<td>21.52</td>
<td>19.97</td>
<td>21.52</td>
<td>21.08</td>
<td>49.03</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>14.33</td>
<td>11.09</td>
<td>15.50</td>
<td>15.59</td>
<td>44.07</td>
<td>1</td>
<td>0.987</td>
</tr>
<tr>
<td><strong>SINE_2</strong></td>
<td>k-NN</td>
<td>19.49</td>
<td>12.80</td>
<td>20.35</td>
<td>18.10</td>
<td>44.43</td>
<td>1</td>
<td>0.932</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>23.76</td>
<td>18.37</td>
<td>24.79</td>
<td>24.19</td>
<td>45.49</td>
<td>1</td>
<td>0.793</td>
</tr>
<tr>
<td><strong>SINE_IRREL_2</strong></td>
<td>k-NN</td>
<td>31.23</td>
<td>22.05</td>
<td>31.64</td>
<td>27.33</td>
<td>45.83</td>
<td>1</td>
<td>0.415</td>
</tr>
<tr>
<td></td>
<td>NB</td>
<td>36.85</td>
<td>36.65</td>
<td>42.00</td>
<td>36.55</td>
<td>31.03</td>
<td>1</td>
<td>0.200</td>
</tr>
<tr>
<td><strong>EMAIL_LIST</strong></td>
<td>k-NN</td>
<td>42.00</td>
<td>36.65</td>
<td>42.00</td>
<td>36.55</td>
<td>31.03</td>
<td>1</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>22.34</td>
<td>17.31</td>
<td>22.90</td>
<td>22.62</td>
<td>42.83</td>
<td>1</td>
<td>0.250</td>
</tr>
</tbody>
</table>
the cost of missing some correct matches between concepts).

Each dataset has been processed by using $k$-NN as a base classifier. In some datasets, experiments have been run with the NB and the SVM classifiers; results are reported in Table I.

### TABLE III

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma$</td>
<td>2</td>
<td>ICI-based CDT parameter</td>
</tr>
<tr>
<td>$\Gamma_{ref}$</td>
<td>2</td>
<td>ICI-based CDT parameter</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>1.5</td>
<td>ICI-based CDT parameter</td>
</tr>
<tr>
<td>$\theta_L$ and $\theta_U$</td>
<td>0.5 and 0.5</td>
<td>parameters of TOST</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.1</td>
<td>parameters of TOST</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.8</td>
<td>Threshold of (14)</td>
</tr>
</tbody>
</table>

**B. Discussion**

The SCALAR_I dataset shows that both JIT classifiers tend to the Bayes error even when an abrupt concept drift occurs: in fact, before the concept drift their performance are very close to that of $U$, the continuously reconfigured classifier (black line). Then, after $t = 5000$, the JIT classifiers quickly adapt to the new concept by removing the obsolete training samples.

The short memory classifier $W$ provides the best performance right after the change, however, it is not able to improve its accuracy over time: it follows that in stationary conditions both JIT classifiers outperform $W$ and the ensemble $E$ as the selection rule of $E$ may choose $W$. Although the dataset does not contain recurrent concepts, Table I shows that the proposed JIT classifier provides a marginal improvement over the others. This is due to the fact that the identification of recurrent concepts mitigates the impact of CDT false positives, as the operator $E$ eventually merges sequences of supervised samples that have been erroneously split by the operator $D$. Since here the precision equals 1, representations from different concepts are never considered equivalent. Results are similar for both the $k$-NN and the NB classifier.

The effectiveness in identifying recurrent concepts clearly emerges in SCALAR_2 and SCALAR_2A datasets. The error curves in Fig. 2 show that recovering recurrent concepts is definitely beneficial: as soon as the recurrent concept procedure is activated (i.e., after $\nu M_X$ observations since $T_{rd}$ or $m \nu e M_e$ observations when the detection comes from CDT, the JIT outperforms the JIT without the recurrent concept management capability. Such an improvement is more substantial in the last concept drift, where it is possible to gather supervised couples from the two previous occurrences of the same concept. According to Table I, the $U$ classifier has a lower classification error than the JIT on the SCALAR_2A when $k$-NN is used as a base classifier; this is due to the fact that $U$ takes always advantage of recurrent concepts, as shown in Fig. 2, since it stores all the supervised couples in its knowledge base. However, $U$ achieves better performance only when the concept drift results in reduced losses in the classifier accuracy. The precision and recall values in Table I show that the equivalence operator provides no false positives and the false negatives increase as the concept drift detection becomes more challenging (SCALAR_2A).

In the SCALAR_3 and SCALAR_3A datasets the JIT is slower in adapting to concept drift than in other scalar datasets; CDT$_X$ cannot detect this type of concept drift since the input data distribution remains unaltered. A possible large detection latency might arise due to the fact that only one sample out of $m = 5$ is supervised and CDT$_X$ is executed every $m \nu e = 100$ observations. Here, $E$ outperforms other classifiers, since after each concept drift it selects the classifier $W$ that regularly refreshes its knowledge base. The identification of recurrent concepts is successful in both datasets as the equivalence operator $E$ does not introduce false positives (precision is 1). In the SCALAR_3A dataset, characterized by a larger overlap among classes than in SCALAR_3, the recall values are lower, indicating that the identification of recurrent concepts becomes
Fig. 3. Multivariate Datasets: the classification error as function of time for the proposed JIT and the other classifiers. These plots have been obtained using a \( k \)-NN as base classifier.

Fig. 4. Real World Datasets: the classification error as function of time for the proposed JIT and the contrasted classifiers. The average classification error is computed on a window containing the last 40 supervised samples.

more difficult when the change is less evident. The classification errors in Table I show that, here, the improvement provided by additional supervised information coming from recurrent concepts is marginal, and is negatively compensated by detection delays introduced by CDT, and errors in concept isolation. Immediately after each concept drift, the classifier \( K \) becomes obsolete: the larger the knowledge base, the less beneficial contribution of fresh supervised couples. Coherently, when NB is used as base classifier, also recall improves since \( K \) is more accurate on this dataset.

The \textsc{Scalar}_4 and \textsc{Scalar}_4A datasets illustrate situations where the procedure for identifying recurrent concepts fails, and the JIT classifier without the procedure to identify recurrent concepts outperforms the proposed JIT classifier. The low values of \textit{precision} show that the operator \( \mathcal{E} \) introduces some false positives considering equivalent descriptors coming from different concepts. Of course, the probability of having a false positive increases with the number of comparisons (the error curves diverge in the last part of the dataset in Fig 2), and when the concept drift is less severe (the \textit{precision} and \textit{recall} values in \textsc{Scalar}_4A are lower in than \textsc{Scalar}_4). In both datasets, the best performing solution is the JIT without the identification of recurrent concepts ability.

Results on other multivariate datasets presented in Fig. 3 are in line with the comments about the \textsc{Scalar} datasets. In particular, the \textsc{Checkerboard} datasets show that both the
JIT classifiers and the procedure for dealing with recurrent concepts successfully operate when the classification task becomes more difficult. Moreover, its performance does not degrade significantly when longer sequences, characterized by several concept drifts, are considered as in CHECKERBOARD_3 (although the equivalence operator has few false positives). In all multivariate datasets, the lowest classification error is achieved by the ensemble \( E \), whose structural promptness compensates the absence of \( CDT_X \), as in the SCALAR_3 dataset.

On the CHECKERBOARD datasets, the concept drift is sometimes more difficult to be detected, resulting in a longer detection delay. To have an idea about how difficult detecting a specific concept drift is, we observe the performance of the short memory classifier \( W \). Since both \( W \) and \( K_0 \) are trained over the last 40 samples, the error curves of \( W \) provide reliable estimates of \( p_0 \) in (10), i.e., the expected value of the error monitored by \( CDT_\epsilon \). Basically, the lower the variation in the classification error of \( W \), the more difficult the detection. For instance, it is more difficult to detect the third concept drift in CHECKERBOARD_1 than the others (\( p_0 \) varies from \( \approx 25\% \) to \( \approx 48\% \), while in the first concept drift it varies from \( \approx 12\% \) to \( \approx 50\% \), and in the second from \( \approx 25\% \) to \( \approx 60\% \)) and this results in a longer detection latency that may impair the concept isolation performance. It follows that in Fig. 5 the histograms of \( T \), \( T_\text{ref} \) and \( T_\text{end} \) are more spread in correspondence of the third concept drift of CHECKERBOARD_1 than elsewhere. In contrast, histograms of SCALAR_2 show that, when both \( CDT_X \) and \( CDT_\epsilon \) simultaneously operate, the distributions of \( T \), \( T_\text{ref} \) and \( T_\text{end} \) do not significantly change and the number of missed detections is negligible. The skewed and specular shapes in the histograms of \( T_\text{end} \) and \( T_\text{ref} \) prove the effectiveness of the concept isolation, as the largest area below these histograms is concentrated around \( T_\epsilon \). These histograms, together with the trend of the classification errors in all plots, show that the JIT classifier is successfully reconfigured after each detection.

Datasets derived from SINE_2 show that the class noise as well as the injection of irrelevant attributes increase the classification error of \( K_0 \), as it emerges from the error curves of SINE_2 and SINE_IRREL_2A in Fig. 3 (as a consequence the detection latency of \( CDT_\epsilon \) is higher). Furthermore, the operator \( E \) becomes less accurate, as shown by recall values in Table I. Nevertheless, in these datasets, the management of recurrent concepts is always successful and provides substantial improvements in the classification errors of Table I. The trend of the classification error on GAUSSIAN MULTIVARIATE is in line with the other results, with the operator \( E \) that eventually merges concepts erroneously split by false positives of \( D \), as in SCALAR_1.

The performance on the EMAILLIST dataset is consistent with the above considerations. The classification task is here rather challenging due to the very large dimensionality of the observations. The plots in Fig. 4 show that using SVM
as the base classifier guarantees, in stationary conditions, lower classification errors. Thus, the detection of a classes’ swap and the identification of recurrent concepts is more successful. In fact, after the last detection, a recurrent concept is identified. In contrast, when a $k$-NN is used as the base classifier, the operator $E$ never assesses the equivalence of concept representations and there are no false positives or true positives. In both cases, $E$ provides the best performance and its trend is similar to results given in [26]. The NB classifier has not been considered here, as well as in CHECKERBOARD and SINE_2 datasets, since the Gaussian prior is inadequate to model these classification problems. Differently, when the prior well fits the classification problem, the NB achieves the accuracy bound set by the theory (in stationary conditions) as well as the best recurrent concepts identification performance.

We emphasize that differences in the classification error of Table I between the JIT and the JIT classifier without the recurrent concept management ability are statistically significant according to a paired $t$-test at significance level 0.01 (except in SCALAR_1 when using $k$-NN and MULTIVARIATE_GAUSSIAN when using NB). It follows that exploiting recurrent concepts provides substantial improvements when facing challenging classification tasks affected by recurrent concept drift (such as the CHECKERBOARD and SINE_2 datasets).

The experiments show that detecting concept drift by solely monitoring the classification error might require many supervised samples and, in turn, the classifier might keep obsolete knowledge for several observations. It is clear that the JIT classifier often relies on the concept-drift detection ability of CDT_X, monitoring the input distribution. In those situations where CDT_X is not a viable option, for instance when the observations contain quantitative observations, the JIT classifier relies only on the concept-drift detection ability of CDT_y. Then, it is convenient to enforce an ensemble combining the JIT with a short memory classifier such as W, to exploit the prompt reaction to concept drift that this passive classifier intrinsically guarantees (in Fig. 2 - 4 the classifier $E$ is definitively successful in reacting to concept drift). However, in stationary conditions (i.e., between two abrupt concept drifts), the JIT classifier asymptotically tends to the Bayes error (whenever the concept drift is detected and concepts are correctly isolated), while the short memory classifier might impair the performance of the ensemble, as it emerges by analyzing the long stationary sequences of SCALAR_1 in Fig. 2 and MULTIVARIATE_GAUSSIAN in Fig. 3.

VII. CONCLUSION

The proposed JIT approach is a flexible tool for designing adaptive classifiers able to cope with classification problems affected by concept drift. In this work we enhance the JIT classifier framework by adding, beside the concept-drift detection ability, a general formulation that includes an explicit management of recurrent concepts. When facing challenging classification problems, the proposed JIT classifier successfully exploits supervised information acquired in the past, and shows to be particularly effective if inserted within an ensemble framework.

The JIT classifier is meant for abrupt concept drifts, while different approaches could be pursued for extending this result to the gradual drift case. Here, to a first extent, the detection/adaptation paradigm does not allow to achieve the optimality like in the abrupt case. Gradual concept drift is characterized by a non-stationary condition lasting for a long time, and is perceived by the JIT approach as a sequence of abrupt concept drifts having small magnitude, causing the continuous renewal of the classifier knowledge base. A preferable approach would consist in predicting and compensating such nonstationarity, by learning the drift model. Other works will inspect techniques to enhance the concept-drift detection ability e.g., by monitoring the distribution of the classifier output on both supervised and unsupervised samples, as well as enforcing ensembles of CDTs.
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