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Abstract

An object which moves during the exposure time results in a blurred smear in the image. We consider the smear as if it was the image of a semitransparent object, and we retrieve its alpha matte by means of known techniques. Our work is focused on the qualitative and quantitative analysis of the alpha matte: in particular, we show that the alpha value at a pixel represents the fraction of the exposure time during which the object image overlapped that pixel; then, we prove that the alpha matte enjoys a number of properties, which can be used to derive constraints on the object’s apparent contour, and its motion, from a single motion-blurred image. We show that some of these properties also hold on the original image. We point out possible applications, and experimental results both on synthetic and real finite-exposure images.

1. Introduction

When a moving object is photographed by a still camera, its image is motion blurred because the object’s projection on the image plane changes during the exposure time. If the exposure time is not short enough in relation to the motion speed, the object results in a visible, semitransparent “smear” or “streak” in the image, and its contours blend with the background confusing traditional computer vision techniques.

In this paper, we provide a meaningful interpretation of the smear’s alpha matte (i.e., transparency), which can be recovered by means of controlled shooting conditions or known matting algorithms. Then, we prove that the alpha matte of the blurred object image enjoys several properties, which are linked to the object’s apparent contour and its motion during the exposure time.

Other than generically supporting the understanding of the object smear, this allows us to retrieve:

- parts of the contour at arbitrary time instants inside the exposure time;
- envelopes of the moving contour;
- the path of corners on the contour;
- speed discontinuities of the contour, caused for example by impacts of the moving object.

Most literature dealing with motion blur is concerned with removing it (“deblurring”), either assuming that it affects the whole image because of camera shake [5, 19], or aiming at deblurring moving objects [9]. In [8], the study of the blurred object’s alpha matte is used for recovering the point spread function, improving deblurring performance.

In our setting, on the contrary, we want to take advantage of the additional information that a single motion blurred image incorporates about the scene structure and evolution, which can not be extracted from a single still image. Several works in literature follow a similar approach: [12, 14] estimate the speed of a moving vehicle and of a moving ball, respectively; in [10], rotational blur estimation is the basis for a visual gyroscope, and [13] exploits motion blur to obtain depth information from a single blurred image. In [4] motion blur is used for joint reconstruction of geometry and photometry of scenes with multiple moving objects.

Instead of referring to a specific application, our work has a general validity when moving objects are imaged from a still camera, and provides a sound theoretical foundation for interpreting and extracting information from blurred smears; contrarily to most works in the field, we use a general blur model, and do not require that blur is representable in the frequency domain. This allows us to handle any type of motion.

The paper is structured as follows: at the beginning we recall a general model for motion-blurred image formation (section 2), and show how the smear’s transparency can be meaningfully interpreted in this context; we briefly show how transparency can be recovered under varying constraints, then introduce our notation and basic properties. In section 3 we introduce and prove our main results,
which relate features on the alpha matte to meaningful constraints on the moving object’s apparent contours during the exposure time. We discuss practical applications of our theory in section 4, whereas Section 5 presents experimental results on both real and synthetic images. Finally, we provide conclusions and list future works (section 6).

2. Model and definitions

We begin by presenting a model for the image of a moving object, highlighting the connections to the matting problem by introducing the \( \alpha(p) \) quantity, which will be our main object of study in the following.

2.1. Motion blur model and its relation with alpha matting

![Figure 1. The image \( C \) of the motion blurred object can be interpreted as the temporal average over the exposure time of infinite still images \( I_t \) (top). We show that the blurred smear can be interpreted as a semitransparent layer, whose alpha matte we analyze in the following.](image)

A motion blurred image is obtained when the scene projection on the image plane changes during the camera exposure period \([t', t'']\). The final image \( C \) is obtained as the integration of infinite sharp images, each exposed for an infinitesimal portion of \([t', t'']\). In an equivalent interpretation (figure 1), we can consider the motion blurred image as the temporal average of infinite sharp images \( I_t \), each taken with the same exposure time \( t'' - t' \) but representing the scene frozen at a different instant \( t \in [t', t''] \). This technique is also implemented in many 3D rendering packages for accurate synthesis of motion blurred images.

If the camera is static and a single object is moving in the scene, the static background in the final image is sharp since its pixels are of constant intensity in each \( I_t \); conversely, the image pixels which are affected by the moving object, possibly only in some of the \( I_t \) images, belong to the motion-blurred image (smear) of the object.

For a pixel \( p \), define \( i(p) \subseteq [t', t''] \) the set of time instants during which \( p \) belongs to the object image. We finally define \( \alpha(p) \) as the fraction of \([t', t'']\) during which the object projects to \( p \):

\[
\alpha(p) = \frac{\|i(p)\|/(t'' - t')}{\|i(p)\| \int_{t \in i(p)} I_t(p) \ dt}.
\]

Let \( B(p) \) be the intensity of the background at \( p \). Since \( C \) is the temporal average of all the \( I_t \) images, \( C(p) = \alpha(p)o(p) + (1 - \alpha(p))B(p) \). \( o(p) \) is the temporal average over \( i(p) \) of the intensity of image pixel \( C(p) \):

\[
o(p) = \frac{1}{\|i(p)\|} \int_{t \in i(p)} I_t(p) \ dt.
\]

To sum up, the intensity of a pixel \( p \) in the motion blurred image \( C \) can be interpreted as the convex linear combination of two factors: the “object” intensity \( o(p) \), weighted \( \alpha(p) \), and the background intensity. The resulting equation is the well-known Porter-Duff alpha compositing equation [16] for a pixel with transparency \( \alpha(p) \) and intensity \( o(p) \) over the background pixel \( B(p) \). Recovering \( \alpha(p) \) from a motion-blurred image is therefore equivalent to the well-known layer extraction (or alpha matting) problem.

2.2. Recovery of the alpha matte

If the object appears with a given constant intensity on a known background, \( \alpha(p) \) can be readily derived at each pixel by solving a first-degree linear equation.

In a color image, we can extend our considerations to all channels separately, noting that \( \alpha(p) \) is constant along all the channels:

\[
\begin{align*}
C_r(p) &= \alpha(p)\alpha_r(p) + (1 - \alpha(p))B_r(p) \\
C_g(p) &= \alpha(p)\alpha_g(p) + (1 - \alpha(p))B_g(p) \\
C_b(p) &= \alpha(p)\alpha_b(p) + (1 - \alpha(p))B_b(p).
\end{align*}
\]

Then, if the background is known and the object colors meet some constraints, \( \alpha(p) \) can analytically be computed in the whole image [7].

In the general case, the matting problem is underconstrained, even if the background is known: still, in literature many algorithms have been proposed: some ([20, 15]) require a specific background (blue screen matting), whereas others ([2, 3, 17, 21, 11, 1]), with minimal user assistance, handle unknown backgrounds (natural image matting) and large zones of mixed pixels \( 0 < \alpha < 1 \). Although none is explicitly designed for the interpretation of blurred smears, we can get satisfactory results in our peculiar setting. As we
show in this paper, the alpha matte of blurred smears enjoys some rather restrictive properties, and several constraints can also be enforced for the object color: these additional constraints could be integrated in existing algorithms in the future, for a more accurate extraction of the alpha matte of blurred smears.

As we discuss in section 4.2, some of our results also hold for the original blurred image, which allows applications even without matting.

2.3. Definitions, basic assumptions and properties

During the exposure time \([t', t'']\), the object contour changes. Let \(c(t)\) be the object apparent contour at \(t\).

We partition the image in regions, which we classify on the basis of two criteria:

- Whether the region is inside \(c(t')\) (\(R^*\)) or not (\(R^\circ\)), which we indicate with a superscript.
- How many times each image point belonging to the region is crossed by \(c\) during the exposure time, which we indicate with a subscript.

![Figure 2. The smear of a rotating object and its regions.](image)

The background \((\alpha(p) = 0)\) is the \(R^\circ_0\) region. On the contrary, the \(R^\circ_n\) region is composed by all and only the pixels covered by the object during the whole exposure \((\alpha = 1)\); in figure 2, there is no \(R^*\) region.

Note that if any point inside \(c(t')\) is crossed once by the apparent contour, it will be outside \(c(t'')\), and vice-versa; this is easily generalized to the following property.

**Property 1.** An \(R^*_{2n+1}\) or \(R^\circ_{2n}\) region is outside \(c(t'')\). An \(R^*_{2n}\) or \(R^\circ_{2n+1}\) region is inside \(c(t'')\).

3. Properties of the blurred smear alpha matte

We present a meaningful property of \(\alpha\) values in \(R_1\) regions, then discuss region topology and classify borders between regions. Finally, we show how this relates to the alpha matte.

3.1. \(\alpha\) inside \(R_1\) regions

**Theorem 2.** The iso-\(\alpha\) curve \(\alpha = \bar{\alpha}\) within an \(R^*_1\) region is part of the apparent contour \(c(t' + \bar{\alpha}(t'' - t'))\). Similarly, the iso-\(\alpha\) curve \(\alpha = \bar{\alpha}\) within an \(R^\circ_1\) region is part of \(c(t'' - \bar{\alpha}(t'' - t'))\).

**Proof.** Each pixel \(p\) belongs to the object image for exactly \(\alpha(p)(t'' - t')\) seconds. In an \(R^*_1\) region each pixel is crossed once by the object contour, therefore it belongs to the object image during a compact time interval starting at \(t'\) and ending when it is crossed by the object contour, at time \(t' + \alpha(p)(t'' - t')\). The first part of the thesis immediately follows. A similar argument holds for the second part of the thesis. \(\square\)

**Corollary.** In an \(R_1\) region the direction of \(\nabla\alpha(p)\) is orthogonal to the object contour in \(p\) at time \(\alpha(p)(t'' - t')\): \(|\nabla\alpha(p)|\) is inversely proportional to the apparent contour motion speed component along the direction of \(\nabla\alpha(p)\). In an \(R^*_1\) region \(\nabla\alpha(p)\) points towards the motion direction, whereas in \(R^\circ_1\), \(\nabla\alpha(p)\) points towards the opposite direction.

3.2. Space-time representation of \(c(t)\)

![Figure 3. Line \(L_p\) intersects \(S\) once, since \(p\) belongs to an \(R_1\) region.](image)
region inside \(c(\bar{t})\). \(K\) is bounded by \(t = t'\) and \(t = t''\) planes, and summarizes the evolution of the object contours during the exposure\(^1\). We also refer to \(S\) (see figure 3), which is the lateral surface of \(K\), i.e. the surface of \(K\) except the upper \((t = t')\) and lower \((t = t'')\) caps\(^2\); the intersection of \(S\) with a \(t = \bar{t}\) plane is \(c(\bar{t})\).

Consider a point \(p = (p_x, p_y)\) on the \(x, y\) plane, and a line \(L_p\) in the \(x, y, t\) space, defined as \(x = p_x, y = p_y\). The number of intersections of \(S\) with \(L_p\) coincides with the number of times image point \(p\) is crossed by \(c\) during the exposure time.

**Definition 3.** An image point \(p\) is a degenerate point if and only if none of the following conditions hold:

1. \(L_p\) is not tangent to \(S\), and \(p\) does not belong to either \(c(t')\) or \(c(t'')\).
2. \(L_p\) is tangent to \(S\) at a single point, and \(p\) does not belong to either \(c(t')\) or \(c(t'')\).
3. \(L_p\) is not tangent to \(S\), and \(p\) belongs to \(c(t')\) but not to \(c(t'')\).
4. \(L_p\) is not tangent to \(S\), and \(p\) belongs to \(c(t'')\) but not to \(c(t')\).

The physical meaning of said degeneracy is described in the remarks to the following theorem.

### 3.3. Borders between regions

**Definition 4.** We classify borders between regions as follows:

- **type 1a:** connects an \(R_n\) region with an \(R_{n+1}\) region, inverting the superscript;
- **type 1b:** connects an \(R_n\) region with an \(R_{n+1}\) region, preserving the superscript;
- **type 2:** connects an \(R_n\) region with an \(R_{n+2}\) region, always preserving the superscript.

**Theorem 5.** If apparent contours move with finite speed and a discrete set of degenerate image points exists:

i. All possible borders between regions can be classified according to definition 4; multiple borders may overlap at a degenerate point.

ii. The union set of all type 1a borders coincides with \(c(t')\); the union set of all type 1b borders coincides with \(c(t'')\).

iii. A type 2 border is the envelope\(^3\) of \(c(t)\) for \(t \in [t_1, t_2] \subseteq [t', t'']\).

**Proof.** Consider a non-degenerate image point. Then, only one of the conditions in definition 3 holds.

- If condition (1) holds, then \(p\) is not part of a region border. In fact, all points \(p'\) in \(p\)'s neighborhood belong to the same region as \(p\), because their \(L_{p'}\) lines in \(x, y, t\) space are crossed by \(S\) the same number of times; points \(p'\) they are all either inside or outside \(c(t')\) – thus the region superscript is kept.
- If condition (2) holds, \(p\) belongs to a type 2 border. In fact, in \(p\)'s neighborhood two points \(p'\) and \(p''\) exist such that \(L_{p'}\) crosses \(S\) \(k\) times, and \(L_{p''}\) crosses \(S\) \(k + 2\) times. The region superscript is kept because all points in the neighborhood are either inside or outside \(c(t')\).
- If condition (3) holds, \(p\) belongs to a type 1a border. In fact, in \(p\)'s neighborhood two points \(p'\) and \(p''\) exist such that \(L_{p'}\) crosses \(S\) \(k\) times, and \(L_{p''}\) crosses \(S\) \(k + 1\) times. \(p'\) and \(p''\) are at opposite sides of \(c(t')\), thus the region superscript is inverted.
- If condition (4) holds, \(p\) belongs to a type 1b border. \(p'\) and \(p''\) are not at opposite sides of \(c(t')\), thus the region superscript is preserved.

**Remark.** Degenerate points are points belonging to more than a single border; by assuming a discrete set of degenerate points, we exclude that two borders coincide along a finite curve. In practice, this condition is nearly always met. Examples of violating scenes are an object moving with a trajectory which exactly retraces itself, or an object with a straight horizontal contour part translating horizontally (a segment of a type 1a border overlaps a part of a type 2 border). However, even in scenes not meeting the constraints,

### 3.4. Interpretation of features on the alpha matte

Features on the alpha matte can be related to region borders by means of the following theorem.

**Theorem 6.** Under the same broad assumptions as theorem 5, and additionally excluding the following degenerate cases:

- presence of cusps on \(S\);
- presence of a ridge on \(S\) whose projection on the \(x, y\) plane overlaps along a finite curve with a region border or with the projection of a different ridge;

\(^1\)A similar representation has been previously proposed for action classification in [22].

\(^2\)\(S\) can be composed by several isolated parts (as in the figure), but we assume that each is smooth everywhere except possibly in a 0-measure set (ridge).

\(^3\)If \(c(t)\) is not smooth, (part of) a type 2 border may represent the locus of points touched by a corner translating along a direction not included by the corner itself. This slightly broadens the definition of envelope.
let $\nabla \alpha$ be the gradient of $\alpha$; if $p$ belongs to a single region border then $\nabla \alpha$ is discontinuous in $p$.

**Proof sketch.** The theorem can be proven exploiting the space-time representation of $c(t)$ introduced in section 3.2. $\alpha(p)$ can be interpreted as the total length of $P$’s intersection with $K$. When $p$ crosses a border of type 1, $L_p$ crosses a ridge on the surface of $K$, which reflects to a discontinuity in $\nabla \alpha$: our hypotheses exclude that the discontinuity may be cancelled by another ridge in $K$. When $p$ crosses a border of type 2, $P$ is tangent to $K$’s surface, which reflects to a discontinuity in $\nabla \alpha$ as well, unless $S$ has a cusp in the tangency point, which is excluded by our hypotheses. □

**Remark.** In practice, the degenerate cases in the theorem statement almost never occur; they exclude that a discontinuity in $\nabla \alpha$ is neutralized by a corresponding opposite source of discontinuity.

The reverse of theorem 6 also holds under the following much more restrictive assumptions, which are met by the perspective image of a strictly convex smooth solid in free motion:

1. smooth, strictly convex apparent contours;
2. apparent contours moving with continuity in speed.

Then, $\nabla \alpha$ has a jump discontinuity always and only across a region border. In particular, at a type 1 border we have a jump discontinuity of $\nabla \alpha$ in which both the left and right limits have finite norm. At a type 2 border, one of the left or right limits of $\nabla \alpha$ has infinite norm.

From the proof of theorem 6 we easily derive that also any abrupt change in the speed or orientation of (a part of) apparent contour results in a discontinuity in $\nabla \alpha$. This occurs:

- when the object suddenly changes its motion at a time $\tilde{t}$, e.g. as the result of an impact; in this case a discontinuity in $\nabla \alpha$ overlapping with $c(\tilde{t})$ is originated.
- when the moving object is not strictly convex: then a discontinuity in $\nabla \alpha$ at point $p$ occurs as $p$’s viewing ray is bitangent to the object at a given $t \in [t', t'']$.
- along the path of a corner on the apparent contour.

**4. Discussion and practical considerations**

**4.1. Classifying borders and regions**

Theorem 6 allows to locate a superset of all region borders by looking for discontinuities in $\nabla \alpha$. Type 2 borders, when representing the envelope of smooth contours, are easily classified because $\nabla \alpha$ has an extremely large norm just besides the border. If the restrictive assumptions hold, which ensure the validity of the reverse of theorem 6, then there is a one-to-one relation between discontinuities and borders. Else, some discontinuities may be spurious, and e.g. may represent the path of corners in the apparent contour which do not originate a legitimate region border, or outline the contour when the object abruptly changes its speed.

$R_0^\alpha$ and $R_0^{\alpha*}$ regions can be initialized where $\alpha = 0$ and $\alpha = 1$, respectively.

The type 1 borders constitute the union of $c(t')$ and $c(t'')$. Assuming that the two can be separated, there is an uneliminable ambiguity about which is which, so one is arbitrarily chosen as $c(t')$ and classified as Type 1a; all contained regions are set as $R^*$; all remaining regions are $R^\circ$. As a result of such uneliminable ambiguity, two consistent region labelings are always possible, corresponding to opposite motion directions of the object; one can be transformed into the other by simply inverting the superscript of odd regions.

The region subscripts are not affected by the ambiguity, and can be derived by means of the constraints stated by theorem 5; we verified on synthetic images that in most images only one consistent labeling (plus its “inverted” twin) satisfies all such constraints.

**4.2. Operating on the original image**

Under broad assumptions, discontinuities in $\nabla \alpha$ result in discontinuities in the gradient of the original image. Locating region borders and other features directly from the image gradient is therefore theoretically possible. Practical feasibility may be hindered by the possible interference of the background and object shading and texture, and greatly depends on the application scenario.

Figure 4 and Figure 8 illustrate examples of this possibility on real images.

**4.3. Applications**

By locating and classifying regions, their borders, and other discontinuities of $\nabla \alpha$, strong constraints on the object apparent contours during the exposure can be reconstructed. This allows to extract a wealth of motion information from the object smear, which would not be available in a sharp image.

Independent of the specific application scenario, theorem 2 allows to partially reconstruct apparent contours at intermediate time instants belonging to the exposure period, as the union set of an iso-$\alpha$ curve with value $\alpha$ within $R_0^\alpha$ and an iso-$\alpha$ curve with value $1 - \alpha$ within $R_0^{\alpha*}$. This can also be applied for temporal superresolution of apparent contours in a video whose frames are exposed for a significant part of the inter-frame interval; this has analogies with Shechtman and Caspi’s work [18], which tackles a similar problem with a completely different approach. Another
Figure 5. Results on synthetic images. First row: rototraslating torus; from left to right: $\alpha$; $|\nabla \alpha|$; discontinuity in $\nabla \alpha$ (see text); ground truth region subscripts, 0 (black) to 5 (white). Second row: translating cube; rightmost image represents part of $c(t)$ at intermediate, equispaced instants during the exposure, reconstructed as iso-alpha curves (Theorem 2).

Figure 6. Results on real images. First row: white rectangular business card moving on a dark desk; from left to right: the object; the blurred image (from which $\alpha$ follows immediately); $|\nabla \alpha|$; discontinuity in $\nabla \alpha$; contour motion as iso-alpha curves. Second row: A planar object with curvy contours moving on a dark desk. Third row: A candy. Second image is the actual blurred image (exposure time 20 ms): note severe shading and noise. Alpha (third image) is computed using Levin’s matting algorithm.

A sophisticated application of the same principle can theoretically allow partial 3D reconstruction of a rototraslating object from a single image ([6]).

Theorem 5 allows to identify $c(t')$ and $c(t'')$, which is a valuable information in many practical applications; in figure 8, we exploit this in order to reconstruct the 3D position and velocity of a moving ball from a single slightly blurred perspective image.

Information about contour envelopes and corner paths can also be valuable for reconstructing motion in simple scenes, which has applications in machine vision or for understanding high-speed dynamic events with the high resolution and low price of an ordinary digital camera.

5. Experimental Results

The theoretical results we presented in the previous sections have been validated by experimental results both on real (figures 6 and 8) and synthetic (figure 5) images, in which ground truth is known.

Synthetic images are generated using the popular Blender raytracing software, by creating an animation with several hundred frames and averaging all together to obtain the actual motion-blurred image. Knowledge of the single frames also allows to automatically compute the ground truth for the region labeling, as in top right of figure 5. We extracted alpha data by means of the technique in [7], and verified that the result exactly matches the true alpha, gen-
erated by rendering the object in each frame as plain white on a plain black background.

Real images have been shot using a digital reflex camera which allows manual control of exposure time; we both imaged uniform-color objects on an uniform background (which trivially translates to alpha data, possibly up to a scale factor if no $\alpha = 1$ region is visible), and objects meeting the color constraints in [7] over a known background. We used RAW images in order to avoid nonlinearities in the camera response function.

As a measure of $\nabla \alpha$’s discontinuity, we computed the norm of the derivatives of $\nabla \alpha$ along the $x$ and $y$ directions, then combined them to a single measure, which is plotted as the third column in figures 5 and 6; we implemented some basic median and gaussian filtering in order to mitigate the effect of noise and get recognizable shapes. We expect dramatic improvements by using more sophisticated techniques for finding discontinuities in $\nabla \alpha$.

### 6. Conclusions and future works

We presented a number of criteria to analyze motion-blurred object smears, and relate their features to the object apparent contour during the exposure period.

We initially isolate the contribution of the actual object motion by extracting the alpha matte of the semitransparent smear. Discontinuities in $\nabla \alpha$ partition the image into regions. We classify each region by means of two orthogonal criteria:

- the number of times each point in the region is crossed by the apparent contour during the exposure;
- whether the region is inside the object contour when the exposure begins.

Inside the regions crossed once by the apparent contour, iso-alpha curves represent the object contours at intermediate times during the exposure.

The object contours at the beginning and the end of the exposure are visible as region borders. The envelope of the object apparent contour over time also originates a region border. Discontinuities in $\nabla \alpha$ not mapping to a region border are still informative, since they either represent the path of a corner in the apparent contour, or the contour of the object when a sudden change in its motion occurs.

Experimental results confirm the validity of the theory we presented on both synthetic and real images. Our current work is aimed at:

- tuning existing matting algorithms for improved alpha matting of blurred smears, by exploiting the strong constraints on the smear color and alpha;
- improving and validating the experimental applicability of the current theory to temporal superresolution from an image or video; we plan to apply specific algorithms for region border detection, and implement automatic region labeling;
- studying how the combination of motion and defocus blur affects our theory.
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Figure 8. An application of our theory to 3D localization of a moving ball from a single perspective image. If the ball appears even slightly blurred, the traditional method of fitting an ellipse to its apparent contour does not work. We exploit theorem 6, and look for angular points along rectilinear intensity profiles parallel to the ball’s motion; these points lie on $c(t')$ and $c(t'')$; by fitting two ellipses on the two sets of points, we are able to reconstruct the 3D position and velocity of the moving ball from a single image. Top row shows a synthetic example (with added gaussian noise): blue dots are discontinuities in the image intensity derivative along profiles, after denoising; red ellipses are the ground truth for $c(t')$ and $c(t'')$; blue ellipses are our estimate, obtained by fitting to blue dots; on the right, each 3D blue line represents our reconstructed position and velocity with a different realization of noise; red line is ground truth; other orientations of the same plot are also given. Bottom row shows the same algorithm on four different camera images (where ground truth is not available).


