This demo showcases some of the results obtained by the GreenEyes project, whose main objective is to enable visual analysis on resource-constrained wireless sensor networks. The demo features a multi-hop visual sensor network operated by BeagleBones Linux computers with IEEE 802.15.4/802.11 communication capabilities, and capable of recognizing and tracking objects according to two different visual paradigms. In the traditional compress-then-analyze (CTA) paradigm, JPEG compressed images are transmitted through the network from a camera node to a central controller, where the analysis takes place. In the alternative analyze-then-compress (ATC) paradigm, the camera node extracts and compresses local binary visual features from the acquired images (either locally or in a distributed fashion) and transmits them to the central controller, where they are used to perform two demonstrative applications: object recognition/tracking and parking lot monitoring. We show that, in a bandwidth constrained scenario, the ATC paradigm allows to reach better results in terms of application frame rates and consumed energy, still ensuring excellent analysis performance.
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1. INTRODUCTION

Visual Sensor Networks (VSNs) have attracted the interest of researchers worldwide in the last few years, and are expected to play a major role in the evolution of the Internet-of-Things (IoT) paradigm with applications such as video surveillance, object and face recognition, object tracking and many others. Such visual tasks are typically accomplished through the extraction and analysis of global and local features from the pixel domain content: thus, they can be implemented in different ways in the VSN, depending on where in the network the task of feature extraction is performed.

In the traditional compress-then-analyze (CTA) approach, camera nodes acquire images and compress them relying on some sort of pixel level compression schemes (e.g., JPEG). The compressed images are then then delivered through the wireless sensor network to a central controller that extracts the features and performs visual analysis. As a consequence, depending on the amount of compression, the accuracy of the final analysis task might be significantly impaired. Moreover, when only the result of the visual analysis matters, transmitting image or video data retaining a pixel-level representation is inefficient in terms of computational and network resources used. For these reasons, the GreenEyes project considers an alternative approach in which, rather than transmitting pixel-level information, the visual content is processed by the sensing node to extract a compact representation, that is then transmitted for further analysis. We call this approach analyze-then-compress (ATC). In this approach, image features are extracted by visual sensor nodes, encoded, and then delivered to the final destination(s) in order to enable higher level visual analysis tasks.

In this demo we showcase an efficient implementation of the ATC paradigm on a real visual sensor network, and we demonstrate its benefits compared to the traditional CTA paradigm in a bandwidth-limited scenario. We also show several key results of the GreenEyes project such as binary features encoding and distributed features extraction among neighboring nodes.

2. TECHNICAL DESCRIPTION

We demonstrate several novel solutions proposed by the GreenEyes project:

1. Energy-efficient features extraction: the complexity of the feature extraction algorithms at the base of ATC may be critical. In this demo we leverage a recent work of ours aimed at optimizing the BRISK features extraction algorithm [1] for ARM-based platforms. The BRISKOLA (BRISK Optimized for Low-Power ARM Architecture)[2] features extractor allows to obtain average speed-ups of 1.5 with respect to the original BRISK implementation.

2. Lossless coding of binary features: we also showcase a lossless entropy-coding scheme for compressing the extracted BRISKOLA features [3], which achieves bitrate reductions up to 20%.
3. Distributed and cooperative features extraction: camera nodes may also leverage the presence of neighboring network nodes to optimize the task of feature extraction. If neighbouring nodes are not equipped with a camera, they can still be exploited to reduce the overall processing time through offloading, following a Distributed Analyze-then-Compress (DATC) paradigm [4]. If they have a camera, and its field of view overlaps with the one of another camera node, cooperative features extraction schemes may be implemented.

3. IMPLEMENTATION

The demonstration is built on the following equipment:

- **Visual sensor nodes:** several battery-operated 720MHz ARM BeagleBone Linux computers which are geared with a Logitech USB camera to capture still images; the visual sensor nodes are also equipped with IEEE 802.15.4-compliant sensor nodes (TelosB platform or similar) to remotely transfer the visual content through low-power wireless links. The camera nodes are able to operate following the CTA, ATC and DATC paradigms. The choice of which paradigm to use is remotely controlled.

- **Cooperator nodes:** several battery-operated BeagleBone Linux computers similar to the visual sensor nodes but without sight capabilities. This type of nodes is used to implement the DATC paradigm.

- **Network infrastructure:** a network of battery-operated IEEE 802.15.4-compliant TelosB sensor nodes which is used to route the visual information to a central controller.

- **Central controller:** a laptop with IEEE 802.15.4 communication capabilities to receive the multimedia content transferred by the visual sensor nodes and to perform different visual analysis tasks: object recognition/tracking and parking lot monitoring. The central controller implements a graphical user interface which provides a highly interactive remote controller of the visual sensor nodes. The user can switch on the fly between the operating paradigms (CTA, ATC or DATC) and for each paradigm different parameters may be changed (e.g., JPEG quality factor in CTA mode, or the feature detection threshold and the maximum number of features to be transmitted in ATC mode). Moreover, the demonstrator estimates and displays: (i) the current frame rate, i.e., the maximum number of images which can be processed per unit time, under the different paradigms, (ii) the energy consumed per frame and (iii) the result of the visual analysis task. Such information is useful to assess the pros and cons of the different operational paradigms.

**Application scenario:** For the object recognition and tracking case, the demonstration scenario is composed of a LEGO model of a city containing several different objects. One of the camera node is mounted on a toy car which is able to move freely inside the city, in order to recognize and track the different objects. For the parking lot monitoring scenario, images from a parking lot are loaded into the testbed. A classification algorithm is then used to count the number of unoccupied parking spaces, either in CTA or ATC mode.

4. CONCLUSIONS AND FUTURE DEVELOPMENTS

The proposed demo showcases that, in the context of VSNs characterized by a limited transmission bandwidth, the ATC paradigm outperforms the traditional CTA paradigm in terms of the frame rate and consumed energy, while achieving the same visual analysis accuracy. Moreover, leveraging the presence of neighboring nodes for distributing the task of features extraction may lead to notable performance improvements. Future work will focus on other aspects related to multiple cameras in the VSN, such as inter-view features encoding. We also plan to extend the comparison between CTA and ATC to the case where temporal correlation between acquired images is exploited. A detailed video describing the demonstrator is available at [www.greeneyesproject.eu](http://www.greeneyesproject.eu).
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