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I microRNA (o miRNA) sono molecole di RNA non codificante che regolano negativamente l’espressione di geni coinvolti in svariati pathways metabolici che possono promuovere lo sviluppo del cancro, del morbo di Parkinson, oltre ad infezioni virali. Esiste un’area della bioinformatica che si pone come obiettivo quello dell’identificazione, attraverso metodi computazionali, di geni obiettivo (target) di queste molecole di microRNA.

I risultati dei programmi di predizione disponibili al momento, come ad esempio il software miRanda sviluppato da A.J. Enright [1] e Mirta [2] [3] [4], programma basato su miRanda che ne migliora notevolmente alcuni aspetti, devono essere validati biologicamente per essere considerati affidabili.


In questo modo è stato possibile migliorare la consistenza tra geni obiettivo (targets) predetti e targets validati biologicamente rispetto alla versione originale di miRanda [1].
Capitolo 2

Introduzione

Un problema importante all’interno della bioinformatica è quello della predizioni di siti obiettivo (target) all’interno di sequenze di RNA (acido ribonucleico).

I microRNA sono una classe di RNA non codificanti (ncRNA) di circa 18-25 nucleotidi di lunghezza, in grado di partecipare a processi di accoppiamento di basi (base-pairing, anche con complementarità imperfetta negli animali) con trascritti (transcripts) di geni (detti anche geni bersaglio-targets) che codificano proteine, generalmente all’interno della regione 3’-UTR (“un-translated region”, una sezione finale non tradotta dell’RNA messaggero).


Allo stato attuale, gli strumenti di predizione disponibili offrono risultati discordanti, in particolare alcuni geni target validati biologicamente non sono predetti da nessun metodo. La validazione in laboratorio di targets predetti non è ancora esaustiva perché le procedure biologiche non possono trovare i siti dei targets dei microRNA.

Per questo obiettivo, negli ultimi anni sono stati implementati e resi disponibili diversi software bioinformatici dedicati alla ricerca di siti targets nei microRNA. Uno dei più diffusi al momento è miRanda [1], sviluppato nel 2003 da A. J. Enright ed altri, del laboratorio di biologia computazionale del Memorial Sloan-Kettering Center di New York City, negli Stati Uniti.
Questo programma s’è dimostrato utile ed affidabile nel corso degli anni, anche se non definitivo.
In particolare, è risultato evidente che alcuni miglioramenti potessero essere raggiunti attraverso una scelta più accurata dei parametri da usare, e in particolare attraverso l’uso di algoritmi genetici [2], o altre tecniche d’ottimizzazione.
L’obiettivo della mia tesi è la predizione computazionale di targets dei microRNA, in particolare quelli animali che formano appaiamenti di basi con complementarità imperfetta, attraverso una modifica al programma miRanda e la scelta dei parametri attraverso l’algoritmo d’ottimizzazione PSO (Particle Swarm Optimization [9]).
Nella prima parte della tesi verrà prima fatto un accenno alla problematica biologica, e poi verranno spiegati i metodi proposti e la loro implementazione software. Infine, verranno analizzati i risultati ottenuti e presentate alcune riflessioni conclusive sul lavoro svolto.
In dettaglio, i capitoli 3 e 4 forniranno un’introduzione al problema su cui ho lavorato: nel capitolo 3 vedremo un’introduzione a qualche concetto biologico di base. Nel capitolo 4 vedremo a grandi linee come funziona il programma per il rilevamento di siti targets per le sequenze genomiche. Nel capitolo 5 daremo uno sguardo d’insieme al PSO, l’algoritmo evolutivo usato qui per la rifinitura dei parametri. Nel capitolo 6 vedremo come è stato impostato il metodo proposto. I dettagli implementativi sono riportati nel capitolo successivo (capitolo 7). Seguiranno un capitolo sui risultati ottenuti (capitolo 8) ed uno sulle conclusioni sul lavoro svolto e gli sviluppi futuri (capitolo 9).

Infine, un’appendice dedicata al manuale d’uso del programma costituisce il capitolo 10.