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A Typical Machine Learning Problem

Generic (Informal) Steps

• given a (labelled or unlabelled) training set $D \subseteq \mathbb{R}^d$
• pick, from hypotheses set $H$, a function $f: \mathbb{R}^d \rightarrow \mathbb{R}$ (or $C$)
• such that, given a new data-point $X \in \mathbb{R}^d$, $f(X)$ is the actual label of $X$
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when labels are known to belong to $\mathbb{R}$
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Clustering Algorithms
when labels are unknown but their cardinality $K$ is assumed be fixed
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Recognition of hand-written digits is a typical classification problem. Data-points are matrices of pixels ($\in \mathbb{R}^d$) and the label set $C$ is \{0,1,2,\ldots,9\}.
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**Example of Clustering Problem**

**Space Exploration**

Clustering algorithms can be used to identify patterns in remotely (e.g. in space) sensed data and improve the scientific return by sending to the ground station only statistically significant data [1].

\[\text{http://nssdc.gsfc.nasa.gov/}\]
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reinforcement learning in computer science is something a bit different both from supervised/unsupervised learning and reinforcements in behavioural psychology.
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Why Reinforcement Learning is Different (III)

If today was a sunny day

- a classification algorithm would label it as “go to the seaside”
- RL would tell you “you might as well study and enjoy the fact that you did not fail your exams later in the summer”

RL is not an epicurean *carpe diem* methodology, but a more farsighted and judicious approach.

*The point is, not how long you live, but how nobly you live.*

- Lucius Annaeus Seneca
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moving on to self-adaptive computing..
### Typical Properties of Self-adaptive Computing

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-configuration</td>
<td>The system requires limited or no human intervention in order to set-up.</td>
</tr>
<tr>
<td>Self-optimization</td>
<td>The system is able to achieve user-defined goals autonomously, without human interaction.</td>
</tr>
<tr>
<td>Self-healing</td>
<td>The system can detect and recover from faults without human intervention.</td>
</tr>
</tbody>
</table>

Together with self-protection, these are the properties identified in [3] for autonomic system.
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- **Inst. Tools** → **Detect Config.** → **Hardware** → **Run** → **Software** → **Install**
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- A finite set of states $S$ → heart rate of the PARSEC benchmark application measured through Heart Rate Monitor (HRM) APIs [5]

- A finite set of actions $A$ → (1) number of cores on which the PARSEC benchmark application is scheduled $^2$ and (2) CPU frequency $^3$

- A reward function $R(s) : S \rightarrow \mathbb{R}$ → whether a user-defined target (in heartbeats/s) is met or not

$^2$ `sched_setaffinity` system call
$^3$ `cpufrequtils` package
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