Abstract

This paper presents a verification technique for dense-time MTL based on discretization. The technique reduces the validity problem of MTL formulas from dense to discrete time, through the notion of sampling invariance, introduced in previous work [FR06]. Since the reduction is from an undecidable problem to a decidable one, the technique is necessarily incomplete, so it fails to provide conclusive answers on some problem instances. The paper discusses this shortcoming and hints at how it can be mitigated in practice. The verification technique has been implemented on top of a tool for discrete-time bounded validity checking; the paper also reports on in-the-small experiments with the tool, which show some promising results.
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1 Introduction

When modeling the behavior of real-time systems, the nature of the time domain plays a prominent role, and it must be carefully chosen. In particular, modelers must decide whether to use a dense set (possibly continuous) or a discrete one \cite{FMMR07}. From a purely modeling viewpoint, dense time offers advantages in terms of naturalness and completeness of description (being of the same quality as “physical time”\footnote{At least declined in its classical flavor \cite{Smo01}.}), in particular in describing the composition of purely asynchronous processes (that can occur at any instant in time), and it is usually strictly more expressive \cite{AH93}. Conversely, in practice, discrete-time models are in general more amenable to (automated) verification than dense-time ones. In fact, dense-time formalisms are often undecidable or with highly complex decidability problems \cite{AH93}; in addition, while verification methods for discrete-time models can often be built upon existing techniques (e.g., for LTL, automata, and untimed formalisms), the native native treatment of dense time requires novel, more ingenuous, solutions.

In the literature, various techniques have been proposed to mitigate this problem; a significant category of such approaches rely on some notion of discretization. In a nutshell, discretization techniques consist in reducing the verification problem from dense to discrete time; therefore, they permit the re-use of existing techniques (and tools). Of course, for formalisms that are strictly more expressive in their dense-time variant, discretization techniques are necessarily incomplete; that is, they fail to give conclusive results on some instances of the verification problem. In the following sub-section, we survey briefly some discretization techniques.

Most — nearly all — of these techniques are grounded on the notion of digitization, first introduced by Henzinger, Manna, and Pnueli \cite{HMP92}, or variations thereof. The digitization framework usually considers semantics based on timed state sequences, it assumes a weakly monotonic time, and it focuses on discrete-time verification. In general, it is not easy to characterize the digitizability of (syntactic) classes of languages, such as metric temporal logics.

In \cite{FR06}, we introduced a different framework for discretization, based on the notion of sampling, which is an idealization of physical sampling processes. The framework targets $\frac{1}{2}$ TRIO, a metric temporal logic interpreted over behaviors, that is total functions of time. It defines an $\frac{1}{2}$ TRIO subset that is sampling invariant; informally, this means that formulas in this language subset can be interpreted consistently whether over dense-time behaviors, or over discrete-time samplings thereof. While the results of \cite{FR06} were derived for $\frac{1}{2}$ TRIO, it is immediate to translate them for the well-known Metric Temporal Logic (MTL); hence, in this paper we always refer to MTL rather than $\frac{1}{2}$ TRIO, also when citing results from \cite{FR06}.

The framework of \cite{FR06} naturally opens the door to interesting applications in the field of formal verification of logic specifications. In this paper, we provide techniques to reduce the validity problem for (flat) dense-time MTL formulas.
to the validity problem of discrete-time MTL formulas. The latter problem is known to be decidable [AH93], and therefore it can be solved with known techniques (which have been implemented in a number of automatic tools); in particular, the experiments in this paper exploit a tool based on bounded validity checking techniques [BHJ+06].

More precisely, our verification technique builds two approximations ($\phi^+$ and $\phi^-$) of the formula representing the instance of the verification problem. These approximations represent a (simple) mapping of the problem to the discrete-time domain; in other words, they encode information about the samplings of the original dense-time behaviors. Approximations are built parametrically with respect to a chosen length of the sampling period for these samplings. Then, the validity of $\phi^+$ over discrete time implies the validity of the original formula over dense time; conversely, the non-validity of $\phi^-$ over discrete time implies the non-validity of the original formula over dense time. As we have discussed above, the technique must be incomplete; in particular, it may happen that the validity check of the approximations yields inconclusive results. In the paper, we discuss how this can be mitigated in practice, and especially how the choice of the sampling period (when building the approximations) impacts the completeness coverage.

Finally, we report briefly about some experimental results we obtained with a tool implemented to perform the discretization, based on top of a discrete-time tool called Zot [PMS]. Although limited to a small set of examples, our tests show interesting results, and they are a first assessment of the feasibility of our discretization techniques. In particular, they show that the incompleteness is not often a practical hurdle (especially because other limitations, such as the inherent scalability even of discrete-time methods, are more prominent).

The paper is organized as follows. Section 1.1 surveys some related works on discretization techniques, with particular focus on those that are closest to ours. Then, Section 2 introduces the ingredients of our techniques; that is, the MTL subset we consider in this paper is formally introduced, the notions of sampling (and sampling invariance) from [FR06] are recalled, and the Zot tool we used in the experiments is briefly presented. Section 3 is the core of the paper, as it introduces the technical results that permit discretization according to the notion of sampling. Section 4 reports on the experiments we performed with our techniques. Finally, Section 5 concludes.

1.1 Related Works

The problem of reducing the dense-time verification problem to the discrete-time one was first explicitly studied in the seminal paper by Henzinger, Manna, and Pnueli [HMP92]. Their discretization techniques are based on the notion of digitization; a (semantic) property (that is, a set of timed state sequences) is digitizable if it is both closed under digitization and closed under inverse digitization. Roughly speaking, a property is closed under digitization if all the timed state sequences obtained by digitizing the real-timed state sequences are already also integer-timed state sequences of the property; conversely, a prop-
roperty is closed under inverse digitization if all its integer-timed state sequences can be obtained by digitizing some real-timed state sequences of the property. The digitization of a timed state sequence is built by considering all possible roundings, with respect to any threshold $0 \leq \epsilon < 1$, of the timestamps in the timed state sequence. Note that the timestamps are \textit{weakly monotonic}, so that more than one state value can share the same timestamp.

For digitizable properties, discrete-time verification completely captures dense-time verification; more precisely, if a system formalization is closed under digitization, and a property is closed under inverse digitization, the problem of determining if the system complies with the property is perfectly reducible to the discrete-time case. Although the framework of [HMP92] is semantic, the paper then focuses on determining the digitizability for formal languages, and namely timed transition systems and the logic MTL. We refer the reader to [Fur07, Chapter 9] for a detailed comparison of the notion of digitization with our notion of sampling invariance (recalled in Section 2.2). In particular, we recall that in [Fur07, Chapter 9] it is shown that the notions of sampling invariance and digitizability are orthogonal: there are digitizable properties that are not sampling invariant, and there are sampling invariant properties that are not digitizable. This may imply that the use of these notions for practical discrete-time verification of dense-time properties would also yield orthogonal results; that is each approach has its own practical benefits. The comparison of the results of this paper with those listed below goes in the direction of assessing this prediction.

Many subsequent works have applied the notion of digitization introduced in [HMP92] to specific classes of formalisms. In the remainder of this section we report on some of these works.

**Digitization for automata formalisms.** Göllü, Puri, and Varaiya [GPV94] apply the notion of discretization to Alur and Dill’s timed automata [AD94]. More precisely, they define two discrete semantics for timed automata, where clocks are restricted to vary in a discrete state-space. For these semantics, they show that the untimed language of any (dense-timed) timed automaton coincides with that generated by applying the untim operation to the discrete semantics. This may lead to simpler verification algorithms through analysis in the discrete semantics.

Křáľ and Pelánek’s work [KP05] is in the same vein, as it studies the relations between (standard) continuous semantics for timed automata and discrete semantics with a fixed time step. In particular, they investigate relations with respect to different behavioral equivalences, and they study the decidability of reachability for an extension of timed automata known as \textit{stopwatch automata} [HKPV98].

Bouajjani, Echahed, and Robbana [BER94] extend the notion of digitizability to deal with timed graphs with duration variables; some of their results impact indirectly the digitization of timed automata. On the other hand, Bošnacki [Bos99] studies directly how the notion of digitizability applies to timed au-
tomata, by determining sufficient conditions for a timed automaton to be closed under (inverse) digitization. More precisely, it is shown that the following classes of timed automata are closed under digitization: (1) weakly constrained timed automata (i.e., automata with no clock constraints with a $<$ or a $>$); and (2) timed automata where all edges forming a cycle are weakly constrained. Dually, strongly constrained timed automata (i.e., automata with no clock constraints with a $\leq$ or $\geq$) are closed under inverse sampling. Another, more complex, condition for closure under inverse sampling is also given; it is based on an ordering of clock constraints, which basically requires that the “maximum” or “minimum” constraint element in the ordering does not use a $\leq$ or a $\geq$. Finally, it is discussed how digitizability could be checked on-the-fly with suitable heuristics, and the usage of automata relaxations for incomplete integer-time verification. It is also remarked that the results on the digitizability of timed automata imply some results for formalisms that are of similar expressive power. In particular, [134x621] shows that MTL formulas that contain only intervals of the form $[0,d]$, for some integer $d$, can be translated — through a tableau construction — to timed automata which satisfy the more complex condition for closure under inverse digitization; therefore, they are suitable properties to be checked through discretization.

There have been several other works on discretization techniques to ease the verification of timed automata. Without reporting about them in full, for the sake of brevity, let us cite [MP95, BMT99, BLN03, OW03, CLT07].

Digitization for descriptive formalisms. Ouaknine [Oua02] studies the notion of digitizability for timed CSP [Sch00]. This requires to extend the definition of digitizability to handle (timed) failures, which are at the basis of the denotational semantics of (timed) CSP; failures allow a behavioral expression of liveness properties. The main result of Ouaknine’s paper is the proof of the closure under digitization of timed CSP; as a consequence, properties that are closed under inverse digitization can be checked over dense-time timed CSP through reduction to the discrete-time case. On the other hand, notice that it is not simple to characterize the closure under inverse digitization of timed CSP. Two other important technical contributions of [Oua02] are the notion of integral multiplication on processes, and the characterization of full abstraction. The former consists in scaling all time constants in a CSP by an integer multiple. It may happen that a process becomes closed under inverse digitization if scaled by a large enough constant; thus, scaling may render verification through discretization possible. The results on abstraction, instead, show that properties that are closed under inverse digitization cannot separate processes that are equivalent in the discrete-time semantics; this shows that the discretization techniques based on reduction through digitizability are not only sufficient, but also necessary.

The digitizability of duration calculus [CHR91] is studied by Hung and Giang [HG96]. Besides the standard real-time semantics of duration calculus, they introduce a sampling semantics where the time model is a discrete set of
evenly-spaced steps. They relate this semantics to the standard semantics, by
introducing a number of inference rules that derive formulas in the standard
semantics from formulas in the sampling semantics, and *vice versa*. Note that
some of them introduce the requirement that predicates hold their true values
over intervals of length (at least) \( \delta \). This is similar to the notion of \( \chi \)-regular
behaviors, to be introduced in Section 2.2 except that it is asymmetric (i.e., it
constrains the *true* value only). From these inference rules, they also derive *
refinement rules* that allow one to relate valid duration calculus formulas in
the sampling semantics from valid formulas in the standard semantics. These
results are generalizations of the notion of digitizability to the case of arbitrary
clock-step (where in the case of digitization the clock-step has always a length
of one), although one can always scale time constants to accomplish the same
results. The paper also shows that the sampling semantics coincides with the
standard semantics “in the limit”, that is for arbitrarily small clock-steps.

Chakravorty and Pandya [CP03] apply the notion of digitization to Interval
Duration Logic (IDL) [Pan02], a duration calculus variant where formulas
are interpreted over timed state sequences (finite ones, in that work). Overall,
they introduce a technique to reduce the validity problem for dense-time
IDL formulas to that of discrete-time IDL; this is possible for all IDL formulas
that are closed under inverse digitization. However, it is hard to characterize
closure under inverse digitization for such formulas; to lessen the problem,
a new notion of *strong closure under inverse digitization* (SCID) is introduced.
It is much simpler to determine if a formula is SCID, and SCID formulas are
also closed under inverse digitization. For formulas that are not SCID, they
give approximations to stronger and weaker formulas that are SCID. Finally,
the validity problem for discrete-time IDL is decidable (and notice that so is
duration calculus over bounded-variable behaviors [Fra96]). Using these tech-
niques, Sharma, Pandya, and Chakravorty [SPC05] report experimental trials
through a variety of discrete-time verification tools (namely, automata-based
and bounded validity checking based on SAT [Fra02]), as well as comparison
with a bounded validity checking technique that directly encodes IDL formulas
into *lin-sat* formulas (that is, Boolean combinations of propositional variables,
and linear constraints over real variables that can be solved by linear program-
ning techniques).

**Other approaches to discretization.** Asarin, Maler, and Pnueli in [AMP98]
tackle the problem of discretizing the behavior of digital circuits in a way that
preserves the qualitative behavior of the circuit in a strict sense, that is such
that the ordering of events in continuous time must be unchanged in the
discretized behavior. In particular, this implies that events occurring at different
times, however close, must occur at *distinct* discrete time instant, in the same
order. This is a stronger notion than — in particular — that by Henzinger et
al. [HMP92], where a strictly monotonic sequence is allowed to be discretized
into a weakly monotonic one. More precisely, the authors are basically consid-
ering Boolean signals, that is interval-based behaviors over infinite time (i.e.,
the time domain is $\mathbb{R}_{\geq 0}$). The same authors have shown in [MP95] that the subclass of signals that are definable by their digital circuits can also be accepted by timed automata. The results about digitizability are demonstrated by geometric arguments about polyhedra. While for the simpler acyclic circuits digitizability is always possible for some suitable choice of discretization step $\delta$, for general cyclic circuits the distance between state changes can become arbitrarily small; in this case, discretization is impossible for any choice of step $\delta > 0$. On the contrary, the same cyclic circuits are discretizable according to the weaker notion of discretization introduced in [HMP92].

De Alfaro and Manna [dM95] approach the problem of discretization with reference to the temporal logic TL of [MP93], a particular flavor of predicative modal logic, and to the timed trace semantics (as well as an extension of it to represent hybrid behaviors). As usual in this kind of works, the goal is to relate the discrete-time and the continuous-time semantics for the logic. To this end, the authors first introduce the notion of sample invariance (not to be confused with our notion of sampling invariance, see Section 2.2): a temporal logic is sample invariant if the formulas of the logic do not distinguish between timed traces that are sample equivalent. In turn, the notion of sample equivalence for two timed traces requires the existence of a (sufficiently fine-grained) trace that refines both. Then, a translation function $\Omega$ from continuous to discrete traces that preserves refinement is introduced. Finally, the notion of finite variability is introduced: roughly speaking, a formula $\phi$ is of finite variability if, for each timed trace, one can find a refinement (called ground trace) such that any subformula of $\phi$ has a constant truth value within any interval of the refined trace. For finitely variable formulas over ground traces, the satisfaction relation of a formula $\phi$ in the continuous semantics corresponds to that of $\Omega(\phi)$ in the discrete semantics. Similarly, the validity of finitely variable formulas over discrete time implies the validity of the same formulas over continuous time (but the converse implication does not hold in general). The paper states some sufficient syntactic condition for a formula to achieve the finite variability requirement. Based on this, a methodology for continuous-time verification is proposed; it is based on refinement of continuous-time formulas to finitely-variable formulas, which can then be verified in discrete time. Finally, the same results are extended to hybrid systems under the phase transition system semantics [MP93].

2 Preliminaries

This section introduces the syntax and semantics of the variant of the MTL language we use in this paper (Section 2.1); it recalls the notion of sampling invariance [FR06] and some related results that will be used in Section 3 (Section 2.2); and it briefly presents the discrete-time verification tools that we will experiment with in Section 4 (Section 2.3).
2.1 Yet Another MTL Variant

In this paper, we consider a variant of purely propositional Metric Temporal Logic (MTL, \cite{AH93}) as our reference specification language. For brevity, we refer to this variant simply as “MTL”.

2.1.1 MTL Syntax and Semantics

Syntax. We consider MTL endowed with past, as well as future, operators. The basic temporal operator of this language is the bounded until \( U_I \), and its past counterpart bounded since \( S_I \).

The results of sampling invariance, recalled in Section 2.2, as well as the discretization techniques introduced in Section 3 require MTL formulas to be in a normal form where negations are pushed on (Boolean combinations of) atomic propositions, and not to nest temporal operators. Therefore, in order to ease the discussion, we introduce directly the MTL syntax for this normal form; hence, we have the operators bounded release \( R_I \) and bounded trigger \( T_I \) — dual to the until and since, respectively — as primitive.

Let \( P \) be a finite (non-empty) set of atomic propositions, and \( I \) the set of all (possibly unbounded) intervals of the time domain \( T \) with rational endpoints. Usually, one considers intervals with nonnegative endpoints, but we permit negative endpoints to render the presentation more uniform and straightforward. In this paper \( T \) coincides with either the reals \( \mathbb{R} \) (dense time) or the integers \( \mathbb{Z} \) (discrete time) — or with some subset of them. More precisely, we call bi-infinite the sets \( \mathbb{R} \) and \( \mathbb{Z} \), and mono-infinite their subsets \( \mathbb{R}_{\geq 0} \) and \( \mathbb{N} = \mathbb{Z}_{\geq 0} \).

The following grammar defines the syntax of MTL, where \( p \in P \) and \( I \in I \).

\[
\begin{align*}
\beta &::= p \mid \neg \beta \mid \beta_1 \land \beta_2 \\
\phi &::= \beta \mid \phi_1 \lor \phi_2 \mid \phi_1 \land \phi_2 \mid U_I(\beta_1, \beta_2) \mid S_I(\beta_1, \beta_2) \mid R_I(\beta_1, \beta_2) \mid T_I(\beta_1, \beta_2)
\end{align*}
\]

It is customary to define a number of abbreviations, such as \( \bot \), \( \top \), \( \Rightarrow \), \( \Leftrightarrow \), and derived operators; Table 1 lists the derived temporal operators we use in the remainder.

Semantics. Let us now define the semantics of MTL as defined above, parametrically with respect to the choice of the time domain \( T \). The semantics is defined over behaviors, that is total mappings \( b : T \rightarrow 2^P \) that assign to every instant \( t \in T \) the set of propositions \( b(t) \subseteq P \) that are true at \( t \). We denote as \( B_T \) the set of all behaviors over \( T \). The semantics is then defined as follows:

\[
\text{2.1.1 MTL Syntax and Semantics}
\]

\[
\text{Semantics. Let us now define the semantics of MTL as defined above, parametrically with respect to the choice of the time domain } T. \text{ The semantics is defined over behaviors, that is total mappings } b : T \rightarrow 2^P \text{ that assign to every instant } t \in T \text{ the set of propositions } b(t) \subseteq P \text{ that are true at } t. \text{ We denote as } B_T \text{ the set of all behaviors over } T. \text{ The semantics is then defined as follows:}
\]

\[2\text{That is any } I \ni I = (l, u) \text{ for some } l \leq u \text{ where } l \in T \cap Q \text{ and } u \in (T \cap Q) \cup \{\pm \infty\}, \text{ (is one of } ( \text{ and } [, \text{ and similarly for })\].

\[3\text{denote the } \text{nowon and } \text{uptonow} \text{ operators, whose definition will be justified later.}\]
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<table>
<thead>
<tr>
<th>Operator</th>
<th>$\equiv$</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{Q}_f(\beta)$</td>
<td>$\equiv$</td>
<td>$U_f(\top, \beta)$</td>
</tr>
<tr>
<td>$\mathcal{S}_f(\beta)$</td>
<td>$\equiv$</td>
<td>$S_f(\top, \beta)$</td>
</tr>
<tr>
<td>$\mathcal{R}_f(\beta)$</td>
<td>$\equiv$</td>
<td>$R_f(\bot, \beta)$</td>
</tr>
<tr>
<td>$\neg F(\beta)$</td>
<td>$\equiv$</td>
<td>$T_f(\bot, \beta)$</td>
</tr>
<tr>
<td>$\bigcirc(\beta)$</td>
<td>$\equiv$</td>
<td>$U_{(0,\infty)}(\beta, \top) \lor (\neg \beta \land R_{(0,\infty)}(\beta, \bot))$</td>
</tr>
<tr>
<td>$\bigcirc(\beta)$</td>
<td>$\equiv$</td>
<td>$S_{(0,\infty)}(\beta, \top) \lor (\neg \beta \land T_{(0,\infty)}(\beta, \bot))$</td>
</tr>
</tbody>
</table>

Table 1: MTL derived temporal operators

$b(t) \models_T p$ iff $p \in b(t)$

$b(t) \models_T \neg p$ iff $p \notin b(t)$

$b(t) \models_T U_f(\phi_1, \phi_2)$ iff there exists $d \in I$ such that: $b(t + d) \models_T \phi_2$ and, for all $u \in [0, d]$ it is $b(t + u) \models_T \phi_1$

$b(t) \models_T S_f(\phi_1, \phi_2)$ iff there exists $d \in I$ such that: $b(t - d) \models_T \phi_2$ and, for all $u \in [0, d]$ it is $b(t - u) \models_T \phi_1$

$b(t) \models_T R_f(\phi_1, \phi_2)$ iff for all $d \in I$ it is: $b(t + d) \models_T \phi_2$ or there exists a $u \in [0, d]$ such that $b(t + u) \models_T \phi_1$

$b(t) \models_T T_f(\phi_1, \phi_2)$ iff for all $d \in I$ it is: $b(t - d) \models_T \phi_2$ or there exists a $u \in [0, d]$ such that $b(t - u) \models_T \phi_1$

$b(t) \models_T \phi_1 \land \phi_2$ iff $b(t) \models_T \phi_1$ and $b(t) \models_T \phi_2$

$b(t) \models_T \phi_1 \lor \phi_2$ iff $b(t) \models_T \phi_1$ or $b(t) \models_T \phi_2$

$b \models_T \phi$ iff for all $t \in T$: $b(t) \models_T \phi$

$b \models_T \phi$ iff for all $b \in B_T$: $b \models_T \phi$

Whenever $\models_T \phi$ we say that $\phi$ is $T$-valid.

Notice that our MTL variant uses operators that are non-strict in their

first argument, i.e., the future and past include the present instant. Moreover, until and since are in their matching versions: this means that $U_f(\phi_1, \phi_2)$ requires $\phi_2$ to hold together with $\phi_1$ (at some instant in $I$); conversely, release and trigger are in their non-matching versions. These small variations introduce an asymmetry under complement in the language. In fact, one can check that $U_f(\phi_1, \phi_2)$ (resp. $S_f(\phi_1, \phi_2)$) is equivalent to $\neg R_f(\neg \phi_1, \neg (\phi_1 \land \phi_2))$ (resp. $\neg T_f(\neg \phi_1, \neg (\phi_1 \land \phi_2))$). Discussing how these variations, as well as the restriction to nesting-free formulas, impact the expressiveness of the language is outside the scope of the present paper. While we refer to other works, we also second Maler et al.’s remark \cite[Section 5]{MNP06} that:

[...]


2.1.2 MTL+/− Syntax and Semantics

In order to express the discretization relations in Section 3 we have to introduce variations of the four basic temporal operators \textit{until}, \textit{since}, \textit{release}, and \textit{trigger}, denoted as $U_I^f$, $S_I^f$, $R_I^f$, and $T_I^f$, respectively. Notice that they are not part of the language in which dense-time specifications, and properties, are to be expressed, but they are needed only to illustrate the discretization techniques. We call “MTL+” the extension of MTL with these operators, and “MTL−” the MTL variant where we replace the operators $U_I$, $S_I$, $R_I$, and $T_I$ with the variants $U_I^f$, $S_I^f$, $R_I^f$, and $T_I^f$, respectively. Their purpose will become clear in the following sections.

Let us define the semantics of the non-matching variants of basic \textit{until} and \textit{since}, and of the matching variants of basic \textit{release} and \textit{trigger}.

\[
b(t) \models_T U_I^f(\phi_1, \phi_2) \quad \text{iff} \quad \exists d \in I \mid b(t + d) \models_T \phi_2 \\
b(t) \models_T S_I^f(\phi_1, \phi_2) \quad \text{iff} \quad \exists d \in I \mid b(t - d) \models_T \phi_2 \\
b(t) \models_T R_I^f(\phi_1, \phi_2) \quad \text{iff} \quad \forall d \in I \mid b(t + d) \models_T \phi_2 \lor \exists u \in [0, d] \mid b(t + u) \models_T \phi_1 \\
b(t) \models_T T_I^f(\phi_1, \phi_2) \quad \text{iff} \quad \forall d \in I \mid b(t - d) \models_T \phi_2 \lor \exists u \in [0, d] \mid b(t - u) \models_T \phi_1
\]

It is now apparent that $U_I(\phi_1, \phi_2)$ (resp. $R_I(\phi_1, \phi_2)$) is equivalent to $\neg R_I^f(\neg \phi_1, \neg \phi_2)$ (resp. $\neg U_I^f(\neg \phi_1, \neg \phi_2)$), and similarly for their past counterparts.

2.1.3 Granularity

For an MTL formula $\phi$, let $I_\phi$ the set of all non-null, finite interval bounds appearing in $\phi$. More explicitly, if $\phi$ contains exactly $n$ intervals: $\langle l_i/L_i, u_i/U_i \rangle$ for $i = 1, \ldots, n$, let $I_\phi = \bigcup_{i=1}^n \{l_i/L_i, u_i/U_i \} \cap Q_{\neq 0} = \{ \gamma_i/\Gamma_i \mid i = 1, \ldots, m \}$. Given a formula $\phi$, its \textit{granularity} $\rho_\phi$ is a pair of values $(r_\phi, R_\phi)$ where $r$ is the greatest common divisor of the integers $\{\gamma_i\}_{i=1, \ldots, m}$ and $R$ is the least common multiple of the integers $\{\Gamma_i\}_{i=1, \ldots, m}$. Formally:

\[
\rho_\phi = (r_\phi, R_\phi) = \left( \text{gcd}_{i=1, \ldots, m} \gamma_i, \text{lcm}_{i=1, \ldots, m} \Gamma_i \right)
\]

In the remainder we will employ the notion of set $D_\phi$ for a formula $\phi$: $D_\phi$ is the set of positive values $\delta$ such that any interval bound in $\phi$ is an integer if divided by $\delta$\footnote{Clearly, $m \leq 2n$.}. $D_\phi$ is defined as:

\[
D_\phi = \left\{ \delta \in \mathbb{Q}_{>0} \mid \mathbb{Z} \ni \frac{\gamma_i}{\Gamma_i} \delta \text{ for } i = 1, \ldots, m \right\}
\]

\footnote{We assume naturally that $\pm \infty/x = \pm \infty$ for any finite, positive $x$.}
It is not difficult to show that $D_{\phi}$ is the set of all fractions $d/D$ such that: (1) $D$ is a common multiple of all denominators $\Gamma_i$; and (2) $d$ divides all numerators $\gamma_i$. Therefore, any element $d/D$ of $D_{\phi}$ can be expressed as a divisor $d$ of $r_{\phi}$ over a multiple $D$ of $R_{\phi}$; in formulas:

$$D_{\phi} = \left\{ \frac{d}{D} \mid d|r_{\phi} \text{ and } D = kR_{\phi} \text{ for some } k \in \mathbb{N} \right\}$$

Notice that $D_{\phi}$ has a maximum (given by $r_{\phi}/R_{\phi}$) but no minimum.

### 2.2 Sampling Invariance

The discretization technique that will be introduced in Section 3 is based on the notion of sampling invariance [FR06]. In this section, we recall the basic definitions and results about sampling invariance that are needed in the remainder; we refer to [FR06, FR05] for details.

The notion of sampling invariance characterizes formulas whose truth value is “consistent” whether they are interpreted over dense-time or discrete-time behaviors. Informally, a formula $\phi$ is sampling invariant if the discrete-time behaviors that satisfy $\phi$ coincide with those obtained by “sampling” all the sufficiently slow dense-time behaviors that satisfy another formula $\phi'$, where $\phi'$ is obtained from $\phi$ by suitably relaxing its interval bounds.

Below, we recall the precise definition of sampling invariance, after briefly formally introducing the basic notions that are needed.

**$\chi$-regular behaviors.** As we hinted above, sampling invariance requires behaviors to be “sufficiently slow”, with respect to a chosen period $\delta \in \mathbb{R}_{>0}$. Informally, the truth value of any atomic proposition must change at most once every $\delta$ time units; in other words, the change rate is bounded above by $1/\delta$. This is why this requirement is sometimes called bounded variability [Wil94].

More precisely, given a set of atomic proposition $P$ and a positive real $\delta$, we can express the regularity constraint by the following formula $\chi$:

$$\chi \equiv \forall s \in 2^P : \left( s \Rightarrow \square_{[0,\delta]}(\Diamond_{[0,\delta]}(s)) \right)$$

where $s \in 2^P$ denotes any possible Boolean combination of atomic propositions.

We denote the set of all dense-time behaviors satisfying $\chi$ by $B_{\chi} \subseteq B_R$, and we call them $\chi$-regular behaviors. A formula $\phi$ is called $\chi$-valid if $b \models_R \phi$ for all $b \in B_{\chi}$, and $\chi$-satisfiable if $b \models_R \phi$ for some $b \in B_{\chi}$. Notice that a $\chi$-regular behavior (for some $\delta$) is also non-Zeno a fortiori [GM01].

**Zeno and Berkeley.** The name “Zeno” was introduced by Abadi and Lampert [AL94], with reference to Zeno’s paradoxes on time advancement; in fact, a Zeno behavior is one where time progresses only by infinitesimal amounts, and
thus it “stops”, instead of diverging. In this vein, we refer to $\chi$-regular behaviors as non-Berkeley behaviors [Fur07]. The name is from another philosopher who argued against the notion of infinitesimal in his investigations. In fact, a behavior is “Berkeley” when it does not obey the constraint $\chi$ for any values of $\delta$; thus the minimum distance in time between consecutive state changes is infinitesimal. Zeno behaviors are a special case of this; more generally, in a Berkeley behavior time can diverge, but with the system becoming arbitrarily “fast”. See [Fur07] for more details.

Sampling of a behavior. Let $b \in B_R$ be a dense-time behavior. Its sampling, with sampling period $\delta \in R_{>0}$, is a discrete-time behavior $b' = \sigma_\delta [b] \in B_Z$ that agrees with $b$ at all integer multiples of $\delta$. Formally: $b'(k) = b(k\delta)$ for all $k \in Z$.

Let us point out two straightforward properties of the sampling function $\sigma_\delta [\cdot]$ with respect to the set of behaviors $B_\chi$.

**Lemma 1** (Properties of $\sigma_\delta [\cdot]$). For any $\delta \in R_{>0}$:

- $\sigma_\delta [\cdot]$ is onto, that is: for all $b \in B_Z$ there exists a $b'$ such that $b' \in B_\chi$ and $\sigma_\delta [b'] = b$.
- $\sigma_\delta [\cdot]$ is total, that is: for all $b \in B_\chi$ there exists a $b' \in B_Z$ such that $\sigma_\delta [b] = b'$.

Adaptation functions. To “switch” from the discrete-time to the dense-time interpretation of a formula $\phi$, in a way that preserves the truth value of $\phi$, one has to “adapt” the bounds of intervals appearing in $\phi$. This adaptation is formalized by two functions $\eta_R^R \{ \cdot \}$ and $\eta_Z^R \{ \cdot \}$: the former adapts dense-time formulas to be discrete-time ones, while the latter performs the converse adaptation.

Let us recall the exact definition of $\eta_R^R \{ \cdot \}$ and $\eta_Z^R \{ \cdot \}$ in Tables 2 and 3, respectively. We point out that: if $\phi$ is an MTL formula: (1) $\eta_R^R \{ \phi \}$ is an MTL$^*$ formula; and (2) $\eta_Z^R \{ \phi \}$ is an MTL formula.

Sampling invariance. Let us introduce precisely the notion of sampling invariance.

**Definition 2** (Sampling Invariance [FR06]). Given a formula $\phi$ and a sampling period $\delta$:

- $\phi$ is closed under sampling iff for any dense-time behavior $b \in B_\chi$:
  $$ b \models_R \phi \Rightarrow \sigma_\delta [b] \models_Z \eta_R^R \{ \phi \} $$

- $\phi$ is closed under inverse sampling iff for any discrete-time behavior $b \in B_Z$:
  $$ b \models_Z \phi \Rightarrow \forall b' \in B_\chi : (\sigma_\delta [b'] = b \Rightarrow b' \models_R \eta_Z^R \{ \phi \}) $$

---

7 See e.g. [http://www-groups.dcs.st-and.ac.uk/~history/Biographies/Berkeley.html](http://www-groups.dcs.st-and.ac.uk/~history/Biographies/Berkeley.html)

8 The original definition in [FR06] also introduced a basic offset $z \in R$, but since it does not play any role in the present discussion we simply take it to be zero.
\[ \eta^R_1(\beta) \equiv \beta, \]
\[ \eta^R_1(\phi_1 \land \phi_2) \equiv \eta^R_1(\phi_1) \land \eta^R_1(\phi_2), \]
\[ \eta^R_1(\phi_1 \lor \phi_2) \equiv \eta^R_1(\phi_1) \lor \eta^R_1(\phi_2), \]
\[ \eta^R_1(U_{(l,u)}(\phi_1, \phi_2)) \equiv U_{([l/\delta],[u/\delta])}(\eta^R_1(\phi_1), \eta^R_1(\phi_2)), \]
\[ \eta^R_1(S_{(l,u)}(\phi_1, \phi_2)) \equiv S_{([l/\delta],[u/\delta])}(\eta^R_1(\phi_1), \eta^R_1(\phi_2)), \]
\[ \eta^R_1(R_{(l,u)}(\phi_1, \phi_2)) \equiv R_{([l,u])}(\eta^R_1(\phi_1), \eta^R_1(\phi_2)), \]
\[ \eta^R_1(T_{(l,u)}(\phi_1, \phi_2)) \equiv T_{([l,u])}(\eta^R_1(\phi_1), \eta^R_1(\phi_2)). \]

where \( l' = \begin{cases} [l/\delta] & \text{if } \langle l \rangle \text{ is } ( \langle l \rangle \rangle \\ [l/\delta] & \text{if } \langle l \rangle \text{ is } [ \langle l \rangle \rangle \end{cases} \)

and \( u' = \begin{cases} [u/\delta] & \text{if } \langle u \rangle \text{ is } ) \langle u \rangle \rangle \\ [u/\delta] & \text{if } \langle u \rangle \text{ is } [ \langle u \rangle \rangle \end{cases} \)

Table 2: The adaptation function \( \eta^R_1(\cdot) \).

\[ \eta^Z_1(\beta) \equiv \beta, \]
\[ \eta^Z_1(\phi_1 \land \phi_2) \equiv \eta^Z_1(\phi_1) \land \eta^Z_1(\phi_2), \]
\[ \eta^Z_1(\phi_1 \lor \phi_2) \equiv \eta^Z_1(\phi_1) \lor \eta^Z_1(\phi_2), \]
\[ \eta^Z_1(U_{[l,u]}(\phi_1, \phi_2)) \equiv U_{((l-1)\delta,(u+1)\delta)}(\eta^Z_1(\phi_1), \eta^Z_1(\phi_2)), \]
\[ \eta^Z_1(S_{[l,u]}(\phi_1, \phi_2)) \equiv S_{((l-1)\delta,(u+1)\delta)}(\eta^Z_1(\phi_1), \eta^Z_1(\phi_2)), \]
\[ \eta^Z_1(R_{[l,u]}(\phi_1, \phi_2)) \equiv R_{((l+1)\delta,(u-1)\delta)}(\eta^Z_1(\phi_1), \eta^Z_1(\phi_2)), \]
\[ \eta^Z_1(T_{[l,u]}(\phi_1, \phi_2)) \equiv T_{((l+1)\delta,(u-1)\delta)}(\eta^Z_1(\phi_1), \eta^Z_1(\phi_2)). \]

Table 3: The adaptation function \( \eta^Z_1(\cdot) \).
• $\phi$ is sampling invariant iff it is closed under sampling (when interpreted in the dense-time domain) and it is closed under inverse sampling (when interpreted in the discrete-time domain).

We have the following, a straightforward corollary of [FR06, Th. 1].

**Theorem 3** (Sampling invariance of MTL). All MTL formulas are sampling invariant.

### 2.3 Discrete-Time Bounded Validity Checking

Overall, our technique reduces the validity-checking problem for MTL formulas over dense time to that over discrete time; the latter is known to be decidable and EXPSPACE-complete [AH93]. Recently, validity-checking techniques based on the use of propositional satisfiability (SAT) checkers have been developed for discrete-time verification, and they have yielded very encouraging performances in practical tests.

In order to assess the practical outcomes of our discretization technique, we verified some examples using the tool Zot. We enhanced Zot to accept MTL$^+$ formulas, as well as with a module to perform the discretization routine on formulas. This section briefly describes the salient features of the tool.

Zot [Pra07] is an agile and easily extensible bounded satisfiability checker. Zot is available for download together with the examples described in Section 4. The tool supports different logic languages through a multi-layered approach: its core uses PLTL, and on top of it a decidable predicative fragment of TRIO is defined. An interesting feature of Zot is its ability to support different encodings of temporal logic as SAT problems. Indeed, the user can choose a particular encoding to carry out verification, while the tool automatically loads the corresponding plug-in. This approach encourages experimentation, as plug-ins are usually quite simple, compact (usually around 500 lines of code), easily modifiable, and extensible. At the moment, a few variants of some of the encodings presented in [BHJ$^+$06] are supported, together with the encoding over Z presented in [PMS]. Figure 1 shows Zot’s internal architecture.

At present, Zot essentially adapts bounded model checking techniques to purely descriptive TRIO specifications. This means that both the model and the property are expressed as TRIO formulas, like in [MPSS03], and unlike typical model checking.

Zot offers two basic usage modalities:

1. **Bounded satisfiability checking (BSC):** given as input a specification formula, the tool returns a (possibly empty) history (i.e., an execution trace of the specified system) which satisfies the specification. An empty history means that it is impossible to satisfy the specification.

2. **History checking and completion (HCC):** The input specification file can also contain a partial (or complete) history $H$. In this case, if $H$ complies with the specification, then a completed version of $H$ is returned as output, otherwise the output is empty.
The provided output histories have always temporal length $\leq k$, the bound given by the user, but may represent infinite behaviors thanks to the loop selector variables, marking the start of the periodic sections of the history. The BSC modality can be used to check if a property $prop$ of the given specification $spec$ holds over every periodic behavior with period $\leq k$. In this case, the input file contains $spec \land \neg prop$, and, if $prop$ indeed holds, then the output history is empty. If this is not the case, the output history is a useful counterexample which explains why $prop$ does not hold.

$Zot$ also supports completeness checks, through a logic-based variant of some of the algorithms described in [SSS00]. This has nothing to do with the incompleteness of our discretization techniques, and it refers to the bound given to the validity checker. In other words, the completeness check consists in determining whether a given time bound of $k > 0$ steps is sufficient to determine with certainty the unsatisfiability of a given formula (i.e., if $k$ is greater than the diameter of the formula). To avoid ambiguities with the problem of completeness of our discretization techniques, in this paper we refer to $Zot$’s completeness check as bound completeness check. Essentially, the bound completeness encoding considers only the finite component of the temporal structure. To assure bound completeness, constraints are added asserting that it is impossible to have two states $S_i$ and $S_j$, such that $S_i = S_j$, for any $i \neq j$. Therefore, we are considering all the possible finite behaviors of the system under analysis. For systems described using pure logic, this check can be very expensive, because they usually contain a high degree of nondeterminism, and the bound completeness check is by its very nature exhaustive. We will see some consequences of this behavior when discussing the tests of Section 4.
3 Discretization of Dense-Time MTL Through Sampling

This section presents a discretization technique to check the validity of MTL formulas.

Given a dense-time MTL formula $\phi$ and a sampling period $\delta > 0$, we define two functions $O_\delta(\cdot)$, $\Omega_\delta(\cdot)$ that approximate $\phi$ through the discrete-time formulas $O_\delta(\phi)$ and $\Omega_\delta(\phi)$; basically, these retain some properties of the samplings of the dense-time behaviors satisfying $\phi$, in a way that allows us to infer the validity of $\phi$ from the validity of its approximations. For reasons that will become apparent, we name $O_\delta(\phi)$ the over-approximation of $\phi$, and $\Omega_\delta(\phi)$ the under-approximation. These approximations are presented in Sections 3.1 and 3.2, respectively.

In general, the verification problem consists in checking whether a system, described by a specification formula $\phi_{sys}$, satisfies a given property $\phi_{prop}$; in other words, whether $b \models_R \phi_{prop}$ holds for any behavior $b$ for which $b \models_R \phi_{sys}$ holds. Therefore, in Section 3.3 we show how to build two discrete-time formulas $\phi^+, \phi^-$ that both embed suitable approximations of $\phi_{sys}$ and $\phi_{prop}$. Namely:

- the validity of $\phi^+$ over discrete-time implies that the system $\phi_{sys}$ satisfies the property $\phi_{prop}$ over dense-time behaviors satisfying the constraint $\chi$ (see Section 2.2);
- the non-validity of $\phi^-$ over discrete-time implies that the system $\phi_{sys}$ fails to satisfy the property $\phi_{prop}$ over some dense-time behaviors satisfying the constraint $\chi$.

Finally, Section 3.4 shows how the previously introduced approximations techniques can be put into use in an algorithm to verify a system specified in dense-time. The resulting approximation technique is however incomplete, in that we can get inconclusive results from the validity checking of the approximations of a formula; therefore the algorithm can fail. The incompleteness may be partially mitigated by suitably choosing the sampling period $\delta$, but it cannot be entirely avoided. This is somewhat inevitable, since the approximation is a simplification of the dense-time verification problem, which cannot be fully captured by discrete-time reasoning only, for a number of well-known reasons [AH93, Hen98].

3.1 Over Approximation

The approximation function $O_\delta(\cdot)$ maps dense-time MTL formulas to discrete-time MTL formulas such that the validity of the latter implies the validity of the former, over behaviors in $B_\chi$. More precisely, $O_\delta(\cdot)$ is defined as follows, for MTL formulas such that the chosen sampling period $\delta$ is in $D_\phi$ (see Section
that the satisfiability of the approximation of a formula is not monotonic with the fact that the function depends on the parameter \(2.1.3\).

\[
\begin{align*}
O_\delta (\beta) & \equiv \beta \\
O_\delta (\phi_1 \lor \phi_2) & \equiv O_\delta (\phi_1) \lor O_\delta (\phi_2) \\
O_\delta (\phi_1 \land \phi_2) & \equiv O_\delta (\phi_1) \land O_\delta (\phi_2) \\
O_\delta \{U_{[l,u]}(\phi_1, \phi_2)\} & \equiv U_{[l/(\delta + 1, u/\delta - 1]}(O_\delta (\phi_1), O_\delta (\phi_2)) \\
O_\delta \{S_{[l,u]}(\phi_1, \phi_2)\} & \equiv S_{[l/(\delta + 1, u/\delta - 1]}(O_\delta (\phi_1), O_\delta (\phi_2)) \\
O_\delta \{R_{[l,u]}(\phi_1, \phi_2)\} & \equiv R_{[l/(\delta - 1, u/\delta + 1]}(O_\delta (\phi_1), O_\delta (\phi_2)) \\
O_\delta \{T_{[l,u]}(\phi_1, \phi_2)\} & \equiv T_{[l/(\delta - 1, u/\delta + 1]}(O_\delta (\phi_1), O_\delta (\phi_2))
\end{align*}
\]

The following lemma justifies the name over-approximation.

**Lemma 4** (Over approximation). For any MTL formula \(\phi\), for any \(\delta \in D_\phi\), and for any \(b \in B_Z\): if \(b \models Z O_\delta (\phi)\) then for all \(b' \in B_\chi\) such that \(\sigma_\delta [b'] = b\) it is \(b' \models R \phi\).

**Proof.** \(O_\delta (\phi)\) is an MTL formula, which is therefore sampling invariant according to Theorem 3 and in particular closed under inverse sampling. Therefore, let \(b \in B_Z\) such that \(b \models Z O_\delta (\phi)\). Then the definition of closure under inverse sampling implies that all \(b' \in B_\chi\) such that \(b = \sigma_\delta [b']\) satisfy \(b' \models R \eta_\delta^Z \{O_\delta (\phi)\}\). According to the definition of \(\eta_\delta^Z \{\cdot\}\) given in Table 3, one can check that \(\eta_\delta^Z \{O_\delta (\phi)\} \Rightarrow \phi\) is valid. More precisely, \(\eta_\delta^Z \{\cdot\}\) always yields a closed interval in instances of release and trigger; therefore, it gives either the same subformula as in \(\phi\), or a strengthening of it, when it replaces an open interval with its closure. It is easy to check that this property is lifted to whole formulas. All in all, \(b' \models R \eta_\delta^Z \{O_\delta (\phi)\}\) implies \(b' \models R \phi\). \(\square\)

**Non-monotonicity of \(O_\delta (\cdot)\).** The notation for the over-approximation stresses the fact that the function depends on the parameter \(\delta\). We also note the fact that the satisfiability of the approximation of a formula is not monotonic with \(\delta\). In other words, it may happen that the satisfiability of a formula \(O_\delta (\psi)\) over some discrete-time behavior \(b\) keeps on switching as \(\delta\) decreases (or increases).

For instance, let \(\psi\) be the formula \(p \Rightarrow \bigodot Q_{[1,2]}(q)\); notice that \(D_\psi = \{1/k | k \in \mathbb{N}_{>0}\}\). Then \(O_{1/k} (\psi) = p \Rightarrow \bigodot Q_{[l_k, u_k]}(q)\), with \(l_k = k + 1\) and \(u_k = 2k - 1\); let \(I_k = [l_k, u_k]\). Then, let us consider the following discrete-time behavior \(\bar{b}\): \(p\) holds at 0 and nowhere else; \(q\) holds at all integer instants \(2^h\) for \(h = 1, 2, \ldots\). For any positive \(h\), let us determine what values of \(k\) satisfy \(2^h \in I_k\). From \(k + 1 \leq 2^h \leq 2k - 1\), we get \(2^h - 1 + 1 \leq k \leq 2^h - 1\), after some manipulations. Also, for each positive \(j\), the interval \([2^j + 1, 2^{j+1} - 1]\) does not contain any instant in which \(q\) holds. As a consequence, \(\bar{b} \not\models Z O_{1/k} (\psi)\) for all \(k = 2^h\), and \(\bar{b} \models Z O_{1/k} (\psi)\) for all other positive integer values of \(k\). In other words, the Boolean-valued function \(f(1/k) \equiv \bar{b} \models Z O_{1/k} (\psi)\) is non-monotonic in \(1/k = \delta\).
3.2 Under Approximation

The approximation function \( \Omega_{\delta}(\cdot) \) maps dense-time MTL formulas to discrete-time MTL* formulas such that the non-validity of the latter implies the non-validity of the former, over behaviors in \( B_\chi \). More precisely, \( \Omega_{\delta}(\cdot) \) is defined, as follows, for MTL formulas such that the chosen sampling period \( \delta \) is in \( D_\phi \) (see Section 2.1.3).

\[
\begin{align*}
\Omega_{\delta}(\beta) & \equiv \beta \\
\Omega_{\delta}(\phi_1 \land \phi_2) & \equiv \Omega_{\delta}(\phi_1) \land \Omega_{\delta}(\phi_2) \\
\Omega_{\delta}(\phi_1 \lor \phi_2) & \equiv \Omega_{\delta}(\phi_1) \lor \Omega_{\delta}(\phi_2) \\
\Omega_{\delta}\left( U_{\{l,u\}}(\phi_1, \phi_2) \right) & \equiv U_{\{l/\delta,u/\delta\}}^I(\Omega_{\delta}(\phi_1), \Omega_{\delta}(\phi_2)) \\
\Omega_{\delta}\left( S_{\{l,u\}}(\phi_1, \phi_2) \right) & \equiv S_{\{l/\delta,u/\delta\}}^I(\Omega_{\delta}(\phi_1), \Omega_{\delta}(\phi_2)) \\
\Omega_{\delta}\left( R_{\{l,u\}}(\phi_1, \phi_2) \right) & \equiv R_{\{l/\delta,u/\delta\}}^I(\Omega_{\delta}(\phi_1), \Omega_{\delta}(\phi_2)) \\
\Omega_{\delta}\left( T_{\{l,u\}}(\phi_1, \phi_2) \right) & \equiv T_{\{l/\delta,u/\delta\}}^I(\Omega_{\delta}(\phi_1), \Omega_{\delta}(\phi_2)) 
\end{align*}
\]

The following lemma justifies the name under-approximation.

**Lemma 5 (Under approximation).** For any MTL formula \( \phi \), for any \( \delta \in D_\phi \), and for any \( b \in B_Z \): if \( b \not\models_Z \Omega_{\delta}(\phi) \) then for all \( b' \in B_\chi \) such that \( \sigma_{\delta}[b'] = b \) it is \( b' \not\models_R \phi \).

**Proof.** Since \( \phi \) is an MTL formula, it is sampling invariant, and in particular closed under sampling, as mentioned in Section 2.2. Therefore, for any dense-time behavior \( b \in B_\chi \), if \( b \models_R \phi \) then \( \sigma_{\delta}[b] \models_Z \eta_R^{\delta}\{\phi\} \); by taking the contrapositive we have that for any dense-time behavior \( b \in B_\chi \), if \( \sigma_{\delta}[b] \not\models_Z \eta_R^{\delta}\{\phi\} \) then \( b \not\models_R \phi \). It is straightforward to check that, for all \( \delta \in D_\phi \), \( \Omega_{\delta}(\phi) = \eta_R^{\delta}\{\phi\} \) (where \( \eta_R^{\delta}\{\cdot\} \) is defined as in Table 2) by construction. Therefore, for any \( b \in B_Z \) such that \( b = \sigma_{\delta}[b'] \) for some \( b' \in B_\chi \) and \( b \not\models_Z \Omega_{\delta}(\phi) \), it is \( b' \not\models_R \phi \). All in all, we have \( b' \not\models_R \phi \) as required. \( \square \)

**Non-monotonicity of \( \Omega_{\delta}(\cdot) \).** Similarly as for the over-approximation, the notation for the under-approximation stresses the fact that the function depends on the parameter \( \delta \). We also note the fact that the satisfiability of the approximation of a formula is not monotonic with \( \delta \). In other words it may happen that the satisfiability of a formula keeps on switching as \( \delta \) decreases (or increases). We omit a full demonstration of this fact, which can however be built from the over-approximation example: just take \( \psi \) as before and \( \tilde{b} \) such that \( p \) holds at 0 and nowhere else, and \( q \) holds at all integer instants \( 2^{2h} \) for \( h = 1, 2, \ldots \).
3.3 System Approximations

Let us now consider a system formally described by an MTL formula \( \phi_{\text{sys}} \), and a putative property described by another MTL formula \( \phi_{\text{prop}} \). Verification amounts to proving (or disproving) that all behaviors that satisfy \( \phi_{\text{sys}} \) also satisfy \( \phi_{\text{prop}} \).

Let us abbreviate by \( \text{Alw}(\phi) \) the MTL formula \( \phi \land \Box_{[0,+\infty)}(\phi) \land \Box_{[0,+\infty)}(\phi) \); notice that \( b \models_T \text{Alw}(\phi) \) iff \( b \models_T \phi \), for any behavior \( b \). Then, the verification problem can be reduced to that of determining the validity of the MTL formula \( \text{Alw}(\phi_{\text{sys}}) \Rightarrow \text{Alw}(\phi_{\text{prop}}) \). To this end, we prove the following.

Proposition 6 (Approximations). For any MTL formulas \( \phi_1, \phi_2 \), and for any \( \delta \in D_{\phi_1, \phi_2} \):

1. if \( \text{Alw}(\Omega_{\delta} (\phi_1)) \Rightarrow \text{Alw}(O_{\delta} (\phi_2)) \) is \( Z \)-valid, then \( \text{Alw}(\phi_1) \Rightarrow \text{Alw}(\phi_2) \) is \( \chi \)-valid;
2. if \( \text{Alw}(O_{\delta} (\phi_1)) \Rightarrow \text{Alw}(\Omega_{\delta} (\phi_2)) \) is not \( Z \)-valid, then \( \text{Alw}(\phi_1) \Rightarrow \text{Alw}(\phi_2) \) is not \( \chi \)-valid.

Proof. Let \( \delta \in D_{\phi_1, \phi_2} \).

Proof of (1). Assume that \( \phi^+ = \text{Alw}(\Omega_{\delta} (\phi_1)) \Rightarrow \text{Alw}(O_{\delta} (\phi_2)) \) is \( Z \)-valid. That is, for all \( b \in B_{\delta} \), it is \( b \models_{\delta} \phi^+ \); equivalently: either \( b \nvdash_{\delta} \Omega_{\delta} (\phi_1) \) or \( b \models_{\delta} O_{\delta} (\phi_2) \). From Lemmas 4 and 5, this implies that: for all \( b \in B_{\delta} \), for all \( b' \in B_{\chi} \) such that \( \sigma_{\delta} [b'] = b \), it is either \( b' \nvdash_{R} \phi_1 \) or \( b' \models_{R} \phi_2 \). Thus, let \( b' \) be any dense-time behavior in \( B_{\chi} \); from Lemma 8, there exists a \( b \in B_{\delta} \) such that \( \sigma_{\delta} [b'] = b \). We conclude that for all \( b' \in B_{\chi} \), either \( b' \nvdash_{R} \phi_1 \) or \( b' \models_{R} \phi_2 \). All in all, \( \text{Alw}(\phi_1) \Rightarrow \text{Alw}(\phi_2) \) is \( \chi \)-valid.

Proof of (2). We note that the proof of (2) can be obtained from the proof of (1) by duality. Thus, assume that \( \phi^- = \text{Alw}(O_{\delta} (\phi_1)) \Rightarrow \text{Alw}(\Omega_{\delta} (\phi_2)) \) is not \( Z \)-valid. That is, for some \( b \in B_{\delta} \), it is \( b \nvdash_{\delta} \phi^- \); equivalently: \( b \models_{\delta} O_{\delta} (\phi_1) \) and \( b \nvdash_{\delta} \Omega_{\delta} (\phi_2) \). From Lemmas 4 and 5, this implies that: there exists a \( b \in B_{\delta} \) such that, for all \( b' \in B_{\chi} \) such that \( \sigma_{\delta} [b'] = b \), it is either \( b' \nvdash_{R} \phi_1 \) and \( b' \nvdash_{R} \phi_2 \). Next, Lemma 8 states that, for all \( b \in B_{\delta} \), there exists some \( b' \) such that \( b' \in B_{\chi} \) and \( \sigma_{\delta} [b'] = b \). We conclude that there exists a \( b' \in B_{\chi} \) such that: \( \sigma_{\delta} [b'] = b \), \( b' \nvdash_{R} \phi_1 \) and \( b' \nvdash_{R} \phi_2 \). All in all, \( \text{Alw}(\phi_1) \Rightarrow \text{Alw}(\phi_2) \) is not \( \chi \)-valid.

3.4 Validity Checking Procedure

Let us finally present the validity checking algorithm based on the approximation techniques described above. The algorithm is presented in Section 3.4.1 whereas Section 3.4.2 discusses its incompleteness.

\(^{10}\) The definition of \( D \) is extended to sets of formulas as obvious; for instance one can take \( D_{\phi_j} \cup \{ J \} = D_{\phi_j} \).
3.4.1 Approximation Checking Algorithm

The algorithm takes as input a set of MTL formulas $\phi_1^{sys}, \ldots, \phi_m^{sys}, \phi_{prop}$, where $\phi_i^{sys}$ are the formulas describing the system, and $\phi_{prop}$ is the property to be verified.

The algorithm checks the validity of $\phi = \bigwedge_{i=1}^{m} \text{Alw}(\phi_i^{sys}) \Rightarrow \text{Alw}(\phi_{prop})$ as follows.

1. Input $\phi_1^{sys}, \ldots, \phi_m^{sys}, \phi_{prop}$.
2. Input a $\delta$ such that $\delta \in D_{\phi_1^{sys}, \ldots, \phi_m^{sys}, \phi_{prop}}$.
3. For each formula $\gamma \in \phi_{prop} \cup \bigcup_{i=1}^{m} \phi_i^{sys}$, compute:
   - the over approximation $O_\delta(\gamma)$; let $o_i = O_\delta(\phi_i^{sys})$ and $O = O_\delta(\phi_{prop})$;
   - the under approximation $\Omega_\delta(\gamma)$; let $\omega_i = \Omega_\delta(\phi_i^{sys})$ and $\Omega = \Omega_\delta(\phi_{prop})$.
4. Compute:
   - $\phi^+ = \bigwedge_{i=1}^{m} \text{Alw}(\omega_i) \Rightarrow \text{Alw}(O)$;
   - $\phi^- = \bigwedge_{i=1}^{m} \text{Alw}(o_i) \Rightarrow \text{Alw}(\Omega)$.
5. If $\phi^+$ is $\mathbb{Z}$-valid, then print “$\phi$ is $\chi$-valid for sampling period $\delta$”.
6. Otherwise: if $\phi^-$ is not $\mathbb{Z}$-valid, then print “$\phi$ is not $\chi$-valid for sampling period $\delta$”.
7. Otherwise: print “Cannot decide the validity of $\phi$ through sampling with sampling period $\delta$”.

The correctness of the algorithm follows directly from Proposition 6, keeping in mind that $b \models T \text{Alw}(\psi_1) \wedge \text{Alw}(\psi_2)$ iff $b \models T \text{Alw}(\psi_1)$ and $b \models T \text{Alw}(\psi_2)$.

3.4.2 Incompleteness of the Algorithm

The incompleteness of the algorithm in determining the validity of MTL formulas is two-fold. First, the algorithm does not check all dense-time behaviors for satisfaction of an MTL formula $\phi$, but only those “sufficiently slow”, i.e., obeying the constraint $\chi$ for the chosen sampling period $\delta$. Choosing a smaller $\delta$ may mitigate this shortcoming, as this amounts to choosing a finer sampling of behaviors or, equivalently, to allowing faster behaviors. However, this may also not bring better results. In fact, as $\delta$ decreases, not only do we change the approximation formulas, but we also allow more behaviors (namely, faster ones); thus the effects of shortening the sampling periods are subtle and they may become difficult to predict. We leave an accurate study of this phenomenon to future work.

The second source of incompleteness lies in the technique itself, that is based on two different approximations for the formula $\phi$. Therefore, it is possible that $\phi^+$ is non-valid and $\phi^-$ is valid; from this case we could draw no conclusion about the validity of $\phi$. 21
An incompleteness example. Let us build a trivial example to convince ourselves that the second incompleteness scenario can actually take place; then, in Section 4 we will discuss the effects of incompleteness from a more practical viewpoint, through examples of system specification.

Let us consider a system described by the following formulas.

\[
\begin{align*}
\text{p} & \lor \diamond_{[0, +\infty)}(\text{p}) \lor \diamond_{[0, +\infty)}(\text{p}) \\
\text{p} & \Rightarrow \square_{(0, +\infty)}(\neg \text{p}) \land \square_{(0, +\infty)}(\neg \text{p}) \\
\text{p} & \Rightarrow \diamond_{[1, 1]}(\text{q})
\end{align*}
\]

(1) (2) (3)

In practice, \( \text{p} \) is required to happen exactly once, and \( \text{q} \) holds exactly one instant after \( \text{p} \) does. Let us also notice that the set of Formulas (1–3) is unsatisfiable for non-Berkeley behaviors, as Formula (2) forces \( \text{p} \) to have a punctual behavior. Nonetheless, we now show that our approximation technique fails to solve the trivial problem of verifying that (3) is also a property of the system described by Formulas (1–3).

Let \( \delta = 1/k \) for some positive \( k \); these are the only possible values for \( \delta \) for the above formulas. After computing the approximations, we get the formulas in Table 4.

<table>
<thead>
<tr>
<th>( \gamma )</th>
<th>( O_3(\gamma) )</th>
<th>( \Omega_3(\gamma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \text{o}<em>1 = \text{p} \lor \diamond</em>{[1, +\infty)}(\text{p}) \lor \diamond_{[1, +\infty)}(\text{p}) )</td>
<td>( \omega_1 = \text{p} \lor \diamond_{[0, +\infty)}(\text{p}) \lor \diamond_{[0, +\infty)}(\text{p}) )</td>
</tr>
<tr>
<td>2</td>
<td>( \text{o}<em>2 = \text{p} \Rightarrow \square</em>{[-1, 1]}(\neg \text{p}) \land \square_{[-1, 1]}(\neg \text{p}) \lor \neg \text{p} )</td>
<td>( \omega_2 = \text{p} \Rightarrow \square_{[1, +\infty)}(\neg \text{p}) \land \square_{[1, +\infty)}(\neg \text{p}) \lor \neg \text{p} )</td>
</tr>
<tr>
<td>3</td>
<td>( \text{o}<em>3 = \text{p} \Rightarrow \diamond</em>{[k+1,k+1]}(\text{q}) \lor \neg \text{p} )</td>
<td>( \omega_3 = \text{p} \Rightarrow \diamond_{[k,k]}(\text{q}) \lor \neg \text{p} )</td>
</tr>
</tbody>
</table>

Table 4: Approximations of Formulas (1–3)

Now, consider the formulas \( \phi^+ \) and \( \phi^- \), for any choice of \( k \).

- \( \phi^+ = \text{Alw}(\omega_1) \land \text{Alw}(\omega_2) \land \text{Alw}(\omega_3) \Rightarrow \text{Alw}(\omega_3) \). \( \text{o}_3 \) requires \( \text{p} \) to be always false, but \( \omega_1, \omega_2, \omega_3 \) force \( \text{p} \) to happen exactly once. Therefore, \( \phi^+ \) is not \( \mathbb{Z} \)-valid.

- \( \phi^- = \text{Alw}(\omega_1) \land \text{Alw}(\omega_2) \land \text{Alw}(\omega_3) \Rightarrow \text{Alw}(\omega_3) \). \( \text{o}_1, \text{o}_2, \text{o}_3 \) are not satisfied by any model, as \( \text{o}_1 \) requires \( \text{p} \) to happen at least once, while \( \text{o}_2, \text{o}_3 \) force it to be always false. Therefore, \( \phi^- \) is \( \mathbb{Z} \)-valid, being an implication with identically false antecedent.

Thus, in this case incompleteness arises and prevents us from concluding an obvious fact. We will see more concrete examples of these problems in Section 4 and how to mitigate them in practice.

\[\text{Recall that } \square_{[-1, 1]}(\text{p}) \equiv \square_{[0, 1]}(\text{p}) \land \square_{[0, +\infty]}(\text{p}).\]
4 Examples and Experiments

This section presents two system verification problems (Section 4.1) and reports the results obtained in solving them using the tool presented in Section 2.3 (Section 4.2).

4.1 Examples

It was not possible to satisfactorily perform the same experiments as in other approaches to discretization (see Section 1.1), as every formal notation has its own peculiarities; thus, often the literal translation of a specification into another, different, notation results clumsy. In particular, this was the case in translating the examples in duration calculus of [SPC05], so we preferred to devise examples of our own.

4.1.1 The Controlled Reservoir

The first example is a simple model of a controlled reservoir, a similar example of which has also been presented in [FR06].

System specification. The system consists of a reservoir and a controller. The reservoir can nondeterministically leak (predicate $L$) and being filled with new liquid by the controller (predicate $F$). The level of fluid in the reservoir is described by two predicates $\ell \geq \text{min}$ and $\ell \geq \text{thres}$: the latter holds when the lever of fluid is above a minimum level, and the former holds if the level is above a control threshold, assumed to be higher than the minimum.

The system is formally described by the following formulas, where $\nu > 0$ is a parameter of the system description.

\[
\begin{align*}
\ell \geq \text{min} & \land \square_{(0,\nu)}(F) \Rightarrow \square_{[\nu,\nu]}(\ell \geq \text{min}) \quad (4) \\
\ell \geq \text{thres} & \Rightarrow \square_{[\nu,\nu]}(\ell \geq \text{min}) \quad (5) \\
\ell \geq \text{min} & \land \square_{(0,\nu)}(\neg F \land \neg L) \Rightarrow \square_{[\nu,\nu]}(\ell \geq \text{min}) \quad (6) \\
\ell \geq \text{thres} & \Rightarrow \ell \geq \text{min} \quad (7) \\
\ell < \text{thres} & \Rightarrow F \quad (8)
\end{align*}
\]

Formulas (4–6) describe the behavior of the fluid level under all combinations of filling and leaking; in particular, Formula (5) corresponds to the assumption that the level, even when leaking at the maximum rate, cannot drop from above the control threshold to below the minimum in $\nu$ time units. On the other hand, Formula (6) describes the control action: filling is triggered as soon as the level goes below the control threshold. Finally, Formula (7) simply expresses the assumption that the control threshold is higher than the minimum.

\[\text{For notational convenience, we abbreviate } \neg(\ell \geq \text{min}) \text{ and } \neg(\ell \geq \text{thres}) \text{ by } \ell < \text{min} \text{ and } \ell < \text{thres}, \text{ respectively.}\]
Notice that we put to good use the rule of thumb that emerged from the example in Section 3.4.2: all exact time distances are written with a □ operator if unnegated (in normal form, that is representing ⇒ with ∨ and ¬), and with a ♦ otherwise. This avoids degenerate intervals in computing the over-approximation. Another thing we notice is that choosing an open or a closed interval in duration sub-formulas such as □(0,ν)(F) makes no difference in this case, as they are under negation; therefore, they correspond to U sub-formulas in normal form, whose approximations do not distinguish between open or closed intervals.

**System property.** The overall goal of the controller is to maintain the level above the minimum, that is to keep ℓ ≥ min always true. Therefore, we would like to verify the following property: after the system is “initialized” by setting the level above the control threshold, the level stays above the minimum forever.

\[ ℓ ≥ \text{thres} ⇒ □[\nu, +∞)(ℓ ≥ \text{min} \]  

(9)

Notice that the stronger property ℓ ≥ thres ⇒ □[0, +∞)(ℓ ≥ min) does not hold for the above axiomatization. In fact, Formulas (4–8) relate the value of the level after ν time units with that at the current instant; nothing is said explicitly about what happens in between the current instant and ν. Obviously, one could work around this by modifying the property or the specification; for brevity we omit discussing these variations.

**Verification.** For any given ν, Formula (9) is a property of the system if and only if we pick the sampling period δ = ν. Otherwise the property does not hold since the sampling period is “too short” with respect to ν. In fact, if δ = ν, the predicates are allowed to change their values at most once every two discrete time steps; thus, Formulas (4–6) can be applied as any behavior satisfies one of their antecedents. On the contrary, if δ ≠ ν it must be δ < ν; in this case, the predicates can change more than once every two discrete time steps. Thus, there exist behaviors that fail to satisfy all of the antecedents of Formulas (4–6); then, the system description is too weak to force the invariance of the level in this case.

### 4.1.2 The Coffee Machine

The second example consists in the description of a coffee machine, in operational fashion.

**States and events in dense time.** In order to render an operational specification with a descriptive formalism, we introduce some ontological constructs known as states and events; their use simplifies the system description and the reasoning about the system in dense time, as discussed extensively in [GM01]. Let us briefly recall their definitions; in the remainder, we will use them in the coffee machine specification.
First of all, let us notice the following: for behaviors that are non-Zeno, the definitions of the $\bigcirc$ and $\bigcirc^-$ operators coincide with that of the TRIO NowOn and UpToNow operators. Namely, $\bigcirc(p)$ holds iff there exists a positive length $\epsilon > 0$ such that $p$ is true on the (relative) open interval $(0,\epsilon)$; $\bigcirc^-$ is the dual for the past. $\chi$-regular behaviors are in particular non-Zeno, as discussed in Section 2.2; therefore the definitions for $\bigcirc$ and $\bigcirc^-$ we introduced in Table 1 are well-founded with respect to our needs.

A state is a predicate whose truth value holds over non-empty intervals of time; formally, $p$ is a state when it obeys the following.

$$\bigcirc(p) \land p \land \bigcirc(p) \lor \bigcirc(-p) \land -p \land \bigcirc(-p) \lor \bigcirc(p) \land \bigcirc(-p) \lor \bigcirc(-p) \land -p \land \bigcirc(-p)$$

An event is instead a predicate that holds only at isolated time instants; formally $p$ is an event when it obeys the following.

$$\bigcirc^-(p) \land \bigcirc(-p)$$

Typically, in a system description with states and events, events trigger states to change. However, if we consider $\chi$-regular behaviors, it is apparent that Formula 11 is satisfied only by predicates that are identically false, whereas Formula 10 is identically true for any predicate. Therefore, a “classic” description based on states and events does not fit our techniques, and in particular the restriction to $\chi$-regular behaviors. We will show how to work around this shortcoming and produce acceptable specifications under this assumption.

**System description with states and events.** Let us forget for a moment the restriction to $\chi$-regular behaviors, and let us produce a formalization of the coffee machine based on states and events. We introduce the events: prepare_cup, press_button, start_pour, end_pour, get_cup. They represent, respectively, the actions of inserting a new cup in the coffee machine, pressing the button to start the brewing process, beginning and ending of the pouring of coffee, retrieving a cup (presumably filled with coffee) from the machine. We also introduce the states: pour, cup_present, coffee_ready, and key_in. They are meant to hold when, respectively, the coffee is pouring into the cup, a cup is inserted in the machine, the coffee has been completely brewed, and a key (to operate the machine, say by recording the coffee credits of the user) is inserted in the machine. Finally, we introduce three constants $T_1, T_2, T_3$ to describe the various delays in the operations.

The following are the formulas describing (part of the behavior) of the coffee machine. For simplicity, we introduce only those that are needed to verify the properties we are interested in. It is not difficult, however, to extend them to get a “complete” (in some sense) specification.
prepare 
cup  ⇒  ← − ♦ (0, T_1) (press_button) (12) 
start_pour  ⇒  ← − ♦ (0, T_2)(prepare_cup) (13) 
end_pour  ⇒  □[T_3, T_3](start_pour) ∧ □[0, T_3](pour) (14) 
press_button  ⇒  key_in (15) 
¬pour ∧ □(pour)  ⇔  start_pour (16) 
□(0, T_3)(pour)  ⇒  start_pour ∧ □[T_3, T_3](end_pour) (17) 
start_pour  ⇒  cup_present ∧ ¬coffee_ready (18) 
cup_present ∧ □(¬cup_present)  ⇔  get_cup (19) 
get_cup  ⇒  coffee_ready (20) 
start_pour  ⇒  □[T_3, T_3](end_pour) ∧ □[0, T_3](pour) (21)

The properties that we prove from the above formulas are the following:

```
end_pour  ⇒  ♦[T_3, T_1+T_2+T_3](key_in) (22)
pour  ⇒  cup_present (23)
```

In practice, (22) states that the pouring ends only if a key was inserted in the past (between T_3 and T_1 + T_2 + T_3 time units ago); and (23) asserts that a cup is present while the coffee is being poured. It can be shown that from (12–15) alone one can prove (22), and from (16–21) one can prove (23).

**System description for χ-regular behaviors.** Let us now modify Formulas (12–23) to make them a suitable system description still over dense time, but for χ-regular behaviors; at the same time we also make them amenable to applying our discretization technique.

Formulas (15), (18), (20), (22), and (23) make no peculiar use of the state and event properties, and therefore they need not be changed. Therefore, they are repeated unchanged as Formulas (24), (25), (26), (27), and (28), respectively.

```
press_button  ⇒  key_in (24) 
start_pour  ⇒  cup_present ∧ ¬coffee_ready (25) 
get_cup  ⇒  coffee_ready (26) 
end_pour  ⇒  ♦[T_3, T_1+T_2+T_3](key_in) (27) 
pour  ⇒  cup_present (28)
```

Next, let us consider Formula (16); similar considerations apply to the structurally similar Formula (19) mutatis mutandis. Formula (16) describes a transition of state pour from false to true, triggered by event start_pour: pour becomes true left-continuously, whenever start_pour happens. We can render a similar
state transition over χ-regular behaviors as follows: pour is false and becomes true “after some time” whenever start_pour happens. In other words, we do not make the state transition instantaneous, but we allow “some time” for it to happen. We do this in practice by introducing a positive constant ν in our specification that quantifies this notion of “some time”. Then, Formula [16] can be rewritten as ¬pour ∧ ◊[ν,ν](pour) ⇔ start_pour; more precisely we split the double implication into two and specify the exact distance of ν with a □ when unnegated, and with a ◊ otherwise. The resulting Formulas (29–30) are listed below (together with Formulas (31–32) replacing Formula (19))

\[
\neg \text{pour} \land ◊_{[\nu,\nu]}(\text{pour}) \Rightarrow \text{start}_\text{pour} \quad (29)
\]

\[
\text{start}_\text{pour} \Rightarrow \neg \text{pour} \land □_{[\nu,\nu]}(\text{pour}) \quad (30)
\]

\[
\text{cup}_\text{present} \land ◊_{[\nu,\nu]}(\neg \text{cup}_\text{present}) \Rightarrow \text{get}_\text{cup} \quad (31)
\]

\[
\text{get}_\text{cup} \Rightarrow \text{cup}_\text{present} \land □_{[\nu,\nu]}(\neg \text{cup}_\text{present}) \quad (32)
\]

Finally, we have to deal with the remaining Formulas [12], [13], [17], [14], and [21], and more precisely with the open (or half-open) intervals appearing in them, such as (0, T_3) in Formula (12).

There are two separate issues to be tackled here. One is simply a feature of our implementation of the algorithm: it requires all intervals to be expressed as closed ones. This is without loss of generality, as an open interval over discrete time can always be expressed as closed. Thus, when dealing with open intervals of release or trigger operators, and more precisely when computing under-approximations of them, we subtract ν time units on each open side of an open interval, changing it to a closed one. For instance, the interval [0, T_3) is changed to [0, T_3 − ν] in Formula (14). The second problem, instead, is still linked to the state/event description of the system that we rely upon in dense time. In particular, consider Formula (17): there, in normal form, the open interval (0, T_3) would belong to an until operator, and therefore its being open would make no difference in computing the approximations. However, the resulting approximation would be one with too strong (i.e., with too long an interval) an antecedent, in that it would be false in all but trivial cases. This would weaken the overall specification, and would lead us more often to hit into the incompleteness of the verification technique (in particular, in proving Formula (23)). Therefore, we change the open interval (0, T_3) to the closed interval [ν, T_3 − ν], thus achieving better verification results. Informally, this corresponds to a strengthening of the resulting discretized specification. Finally, for uniformity we do the same with the open intervals of Formulas [12] [13], even if in this case experiments have shown that we have basically the same performances whether we shift the end-points or not. All the resulting formulas
are as follows.

\[
\begin{align*}
\text{prepare} & \Rightarrow \Diamond_{[\nu,T_1-\nu]}(\text{press_button}) \quad (33) \\
\text{start_pour} & \Rightarrow \Diamond_{[\nu,T_2-\nu]}(\text{prepare_cup}) \quad (34) \\
\Box_{[\nu,T_3-\nu]}(\text{pour}) & \Rightarrow \Box_{[T_3,T_3]}(\text{start_pour}) \land \Box_{[0,T_3-\nu]}(\text{pour}) \quad (35) \\
\text{end_pour} & \Rightarrow \Box_{[T_3,T_3]}(\text{start_pour}) \land \Box_{[0,T_3-\nu]}(\text{pour}) \quad (36) \\
\text{start_pour} & \Rightarrow \Box_{[T_3,T_3]}(\text{end_pour}) \land \Box_{[\nu,T_3]}(\text{pour}) \quad (37)
\end{align*}
\]

Verification. When the parameters are chosen to be all integer-valued, if \( \delta = 1 \), then the verification is successful, that is \( (27–28) \) are properties of the specified system. If \( \delta \neq 1 \), then the properties may not hold, also depending on the particular values for the constants \( T_1, T_2, T_3 \) (and if they may yield degenerate intervals). Notice however that the choice \( \delta = 1 \) is natural, in the sense that we take a sampling period which is of the same size (or smaller) as the “change delays” in the system.

4.2 Experiments

The following Tables 5–10 report the results obtained in an array of tests with the discretization techniques and Zot. For each test we report: the value \( k \) of the bound given to Zot (in other words, the size of the explored space); the value of the parameter \( \nu \) in the models; the value of \( \delta \), according to which the discretizations are built; the value of other parameters in the models (in the case of the coffee machine, they are \( T_1, T_2, T_3 \)); the outcomes of (1) the bound completeness test (for the given \( k \)) on the systems (i.e., if the check is exhaustive for the system), and (2) the validity check for the properties to be checked (namely, Formula (9) for the reservoir example, and Formulas (22–23) (denoted in the tables as \( \text{th}_1 \) and \( \text{th}_2 \), respectively) for the coffee machine example. Each test is done both over mono-infinite domain, and over bi-infinite domain. For each test we report the outcome (\( \top \) means valid, \( \bot \) means non-valid, \( \sim \) means that the approximation technique has been inconclusive, \( \infty \) means that the process was killed after running for more than 24 hours), the real time (“wall-time”) and the total (maximum) amount of memory taken in the whole verification process.

The tests have been performed on a PC equipped with an AMD Athlon64 x2 4600+ processor, 2 Gb of RAM, and Ubuntu GNU/Linux. Zot used GNU CLisp v. 2.39, and Minisat v. 1.14 as SAT-solving engine. Below, we briefly comment on the outcomes with the two examples.

Reservoir example. Tables 5–6 report the results obtained with the reservoir example.

The example is a simple one, and in fact the results are highly predictable and satisfactory. The diameter of the example is small, and it is reached already with \( k \geq 10 \). We never obtain inconclusive results in applying our discretization
<table>
<thead>
<tr>
<th>$k$</th>
<th>$\nu$</th>
<th>$\delta$</th>
<th>COMPLETE (TIME / MEM)</th>
<th>OUTCOME (TIME / MEM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>$\bot$ (0.4 s / 2.1 Mb)</td>
<td>$\top$ (0.5 s / 2.2 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>$\bot$ (0.9 s / 4.3 Mb)</td>
<td>$\bot$ (0.7 s / 5.8 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>$\bot$ (0.2 s / 2.1 Mb)</td>
<td>$\top$ (0.2 s / 2.2 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5/3</td>
<td>$\bot$ (0.4 s / 4.3 Mb)</td>
<td>$\bot$ (0.7 s / 5.8 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
<td>$\bot$ (0.2 s / 2.1 Mb)</td>
<td>$\top$ (0.2 s / 2.2 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10/3</td>
<td>$\bot$ (0.4 s / 4.3 Mb)</td>
<td>$\bot$ (0.7 s / 5.8 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20</td>
<td>$\bot$ (0.2 s / 2.1 Mb)</td>
<td>$\top$ (0.3 s / 2.3 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20/3</td>
<td>$\bot$ (0.5 s / 4.3 Mb)</td>
<td>$\bot$ (0.8 s / 5.8 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>$\top$ (0.6 s / 2.9 Mb)</td>
<td>$\top$ (0.6 s / 3.2 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1/3</td>
<td>$\top$ (2.3 s / 6 Mb)</td>
<td>$\bot$ (1.6 s / 12.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
<td>$\top$ (0.6 s / 2.9 Mb)</td>
<td>$\top$ (0.6 s / 3.2 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5/3</td>
<td>$\top$ (2.3 s / 6 Mb)</td>
<td>$\bot$ (1.6 s / 12.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>$\top$ (0.6 s / 2.9 Mb)</td>
<td>$\top$ (0.6 s / 3.2 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10/3</td>
<td>$\top$ (2.2 s / 6 Mb)</td>
<td>$\bot$ (1.6 s / 12.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20</td>
<td>$\top$ (0.6 s / 2.9 Mb)</td>
<td>$\top$ (0.6 s / 3.2 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20/3</td>
<td>$\top$ (2 s / 6 Mb)</td>
<td>$\bot$ (1.2 s / 12.1 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>1</td>
<td>$\top$ (4.1 s / 25.6 Mb)</td>
<td>$\top$ (2.8 s / 15.3 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>1/3</td>
<td>$\top$ (12.4 s / 53.3 Mb)</td>
<td>$\bot$ (8.6 s / 110.8 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>5</td>
<td>$\top$ (4.3 s / 25.6 Mb)</td>
<td>$\top$ (2.6 s / 15.3 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>5/3</td>
<td>$\top$ (11 s / 53.3 Mb)</td>
<td>$\bot$ (8.6 s / 110.8 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>$\top$ (4.2 s / 25.6 Mb)</td>
<td>$\top$ (2.8 s / 15.3 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10/3</td>
<td>$\top$ (11.1 s / 53.3 Mb)</td>
<td>$\bot$ (8.6 s / 110.8 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>20</td>
<td>$\top$ (3.8 s / 25.6 Mb)</td>
<td>$\top$ (2.9 s / 15.3 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>20/3</td>
<td>$\top$ (11.1 s / 53.3 Mb)</td>
<td>$\bot$ (8.6 s / 110.8 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>$\top$ (20.7 s / 83.4 Mb)</td>
<td>$\top$ (9.6 s / 30.4 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1/3</td>
<td>$\top$ (52.6 s / 171.6 Mb)</td>
<td>$\bot$ (30.6 s / 361.9 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5</td>
<td>$\top$ (21.3 s / 83.4 Mb)</td>
<td>$\top$ (9.6 s / 30.4 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5/3</td>
<td>$\top$ (50.3 s / 171.6 Mb)</td>
<td>$\bot$ (30.6 s / 361.9 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>$\top$ (21.2 s / 83.4 Mb)</td>
<td>$\top$ (9.5 s / 30.4 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>10/3</td>
<td>$\top$ (50 s / 171.6 Mb)</td>
<td>$\bot$ (29.9 s / 361.9 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>20</td>
<td>$\top$ (21.6 s / 83.4 Mb)</td>
<td>$\top$ (9.4 s / 30.4 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>20/3</td>
<td>$\top$ (49.5 s / 171.6 Mb)</td>
<td>$\bot$ (30.1 s / 361.9 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>1</td>
<td>$\top$ (150.9 s / 297.4 Mb)</td>
<td>$\top$ (33.9 s / 60.7 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>1/3</td>
<td>$\top$ (344.9 s / 604.6 Mb)</td>
<td>$\bot$ (106.9 s / 1240.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>5</td>
<td>$\top$ (152.1 s / 297.4 Mb)</td>
<td>$\top$ (33.9 s / 60.7 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>5/3</td>
<td>$\top$ (345.6 s / 604.6 Mb)</td>
<td>$\bot$ (107.9 s / 1240.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>10</td>
<td>$\top$ (153 s / 297.4 Mb)</td>
<td>$\top$ (33.3 s / 60.7 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>10/3</td>
<td>$\top$ (346.1 s / 604.6 Mb)</td>
<td>$\bot$ (108.6 s / 1240.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20</td>
<td>$\top$ (154.2 s / 297.4 Mb)</td>
<td>$\top$ (33.4 s / 60.7 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20/3</td>
<td>$\top$ (342.3 s / 604.6 Mb)</td>
<td>$\bot$ (111.8 s / 1240.1 Mb)</td>
</tr>
<tr>
<td>$k$</td>
<td>$\nu$</td>
<td>$\delta$</td>
<td>COMPLETE (TIME / MEM)</td>
<td>OUTCOME (TIME / MEM)</td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>----------</td>
<td>-----------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>⊥ (0.2 s / 2.2 Mb)</td>
<td>⊤ (0.3 s / 2.6 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>⊥ (0.6 s / 4.8 Mb)</td>
<td>⊥ (1.2 s / 9 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>⊥ (0.3 s / 2.2 Mb)</td>
<td>⊤ (0.3 s / 2.6 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5/3</td>
<td>⊥ (0.6 s / 4.8 Mb)</td>
<td>⊥ (1.2 s / 9 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10</td>
<td>⊥ (0.3 s / 2.2 Mb)</td>
<td>⊤ (0.4 s / 2.6 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>10/3</td>
<td>⊥ (0.6 s / 4.8 Mb)</td>
<td>⊥ (1.2 s / 9 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20</td>
<td>⊥ (0.3 s / 2.2 Mb)</td>
<td>⊤ (0.5 s / 2.6 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20/3</td>
<td>⊥ (0.5 s / 4.8 Mb)</td>
<td>⊥ (1 s / 9 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1</td>
<td>⊤ (0.5 s / 3.3 Mb)</td>
<td>⊤ (0.7 s / 4.9 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>1/3</td>
<td>⊤ (1.9 s / 7.3 Mb)</td>
<td>⊥ (2.2 s / 18.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5</td>
<td>⊤ (0.5 s / 3.3 Mb)</td>
<td>⊤ (0.8 s / 4.9 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>5/3</td>
<td>⊤ (2.2 s / 7.3 Mb)</td>
<td>⊥ (1.8 s / 18.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>⊤ (0.5 s / 3.3 Mb)</td>
<td>⊤ (0.7 s / 4.9 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10/3</td>
<td>⊤ (1.9 s / 7.3 Mb)</td>
<td>⊥ (2 s / 18.1 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20</td>
<td>⊤ (0.5 s / 3.3 Mb)</td>
<td>⊤ (0.7 s / 4.9 Mb)</td>
</tr>
<tr>
<td>10</td>
<td>20</td>
<td>20/3</td>
<td>⊤ (2.2 s / 7.3 Mb)</td>
<td>⊥ (2.5 s / 18.1 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>1</td>
<td>⊤ (4.2 s / 27.7 Mb)</td>
<td>⊤ (6.1 s / 23.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>1</td>
<td>1/3</td>
<td>⊤ (12.4 s / 59.7 Mb)</td>
<td>⊥ (18.8 s / 149.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>5</td>
<td>⊤ (4.1 s / 27.7 Mb)</td>
<td>⊤ (5.5 s / 23.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>5</td>
<td>5/3</td>
<td>⊤ (12.6 s / 59.7 Mb)</td>
<td>⊥ (19 s / 149.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10</td>
<td>⊤ (4.1 s / 27.7 Mb)</td>
<td>⊤ (5.3 s / 23.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>10</td>
<td>10/3</td>
<td>⊤ (12.3 s / 59.7 Mb)</td>
<td>⊥ (19.5 s / 149.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>20</td>
<td>⊤ (4.4 s / 27.7 Mb)</td>
<td>⊤ (5.4 s / 23.5 Mb)</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>20/3</td>
<td>⊤ (12.4 s / 59.7 Mb)</td>
<td>⊥ (18.9 s / 149.5 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1</td>
<td>⊤ (22.2 s / 87.3 Mb)</td>
<td>⊤ (19.8 s / 46.7 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>1</td>
<td>1/3</td>
<td>⊤ (58.3 s / 183.6 Mb)</td>
<td>⊥ (66.2 s / 470.6 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5</td>
<td>⊤ (21.9 s / 87.3 Mb)</td>
<td>⊤ (20.5 s / 46.7 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>5</td>
<td>5/3</td>
<td>⊤ (56.9 s / 183.6 Mb)</td>
<td>⊤ (65.4 s / 470.6 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>10</td>
<td>⊤ (21.6 s / 87.3 Mb)</td>
<td>⊤ (20.2 s / 46.7 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>10</td>
<td>10/3</td>
<td>⊤ (56.6 s / 183.6 Mb)</td>
<td>⊤ (66.1 s / 470.6 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>20</td>
<td>⊤ (22.5 s / 87.3 Mb)</td>
<td>⊤ (19.9 s / 46.7 Mb)</td>
</tr>
<tr>
<td>100</td>
<td>20</td>
<td>20/3</td>
<td>⊤ (57.5 s / 183.6 Mb)</td>
<td>⊤ (65.7 s / 470.6 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>1</td>
<td>⊤ (158.9 s / 304 Mb)</td>
<td>⊤ (71.2 s / 93.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>1</td>
<td>1/3</td>
<td>⊤ (374.3 s / 626.1 Mb)</td>
<td>⊥ (245.1 s / 1588.3 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>5</td>
<td>⊤ (158.8 s / 304 Mb)</td>
<td>⊤ (70.6 s / 93.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>5</td>
<td>5/3</td>
<td>⊤ (374 s / 626.1 Mb)</td>
<td>⊤ (244.8 s / 1588.3 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>10</td>
<td>⊤ (159.7 s / 304 Mb)</td>
<td>⊤ (72.6 s / 93.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>10</td>
<td>10/3</td>
<td>⊤ (370 s / 626.1 Mb)</td>
<td>⊤ (245.1 s / 1588.3 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20</td>
<td>⊤ (159.2 s / 304 Mb)</td>
<td>⊤ (71.4 s / 93.1 Mb)</td>
</tr>
<tr>
<td>200</td>
<td>20</td>
<td>20/3</td>
<td>⊤ (367 s / 626.1 Mb)</td>
<td>⊤ (244.2 s / 1588.3 Mb)</td>
</tr>
</tbody>
</table>

Table 6: Results of the reservoir example over bi-infinite.
technique, and Formula (9) is confirmed to be valid if and only if $\nu = \delta$. The
times and spaces required to obtain the results (or to check the bound complete-
ness) are always relatively small, and they scale rather well with the increase of
the bound. This is also a predictable result, as the complexity of the validity
check is relatively insensitive to the increase of $k$, whereas it strongly depends on
the timing constants in the formulas (always small in the case of the reservoir,
as they are either 1 or 3, i.e., $\nu/\delta$). Finally, notice that it usually takes a shorter
time to check the validity than to check the non-validity; this is also obvious, as
the latter requires to submit two formulas to the validity checker ($\phi^+$ and $\phi^-$),
while the former just checks one formula.

**Coffee machine example.** Tables 7–10 report the results obtained with the
coffee machine example; they are more variegated than the simple reservoir.
First of all, notice that the validity of Formula (22) is robust with respect
to the choices of parameters. Indeed, Formula (22) (tagged TH1 in the tables)
is shown to be valid for all the choices of parameters that we made in the
experiments. The times needed to get this result are rather short, and scale
with the length of $k$. This is reasonable, as the main factor in determining the
length of the check are the parameters $T_1, T_2, T_3$ that however stay within a
short span of values in our tests.

The outcomes of the validity check of Formula (23) are, on the other hand,
more varied. First of all, as we asserted in presenting the example, if $\delta = 1$
then Formula (23) is valid for the system; this is confirmed by all our tests. If,
instead, $\delta \neq 1$, then the results timing constants interact more subtly, and it is
more difficult to predict the outcome of the verification. In some cases we fall
in the incompleteness area of our method, and we get inconclusive results from
analyzing the approximations. Notice that this tends to happen a bit more often
with the bi-infinite tool, probably due to (the absence of) some border effects.

Finally, let us consider the bound completeness check. Unfortunately, but
inevitably, the time required for the completeness check grows very quickly with
the value of $k$. In practice, it tends to diverge for values of about 40 (or less,
in the bi-infinite case, where it is usually more complex). Of course, this is a
feature inherent to the bound completeness check itself, which is orthogonal to
our discretization techniques. Experiments with the same specification but with
a different discrete-time verification tool, such as [MPSS03, Spo05], belong to
future work.

### 5 Conclusions

We presented a technique to reduce the validity problem for dense-time MTL
formulas to the corresponding validity problem over discrete-time models. The
technique is based on the notions of *sampling* and *sampling invariance*, introduced in [FR06]. In a nutshell, we perform simple syntactic transformations
on the MTL formulas that we want to check for validity; the resulting formulas retain properties of discrete-time samplings of the dense-time behaviors the
<table>
<thead>
<tr>
<th>k</th>
<th>x</th>
<th>y</th>
<th>z</th>
<th>outcome (time / mem)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>3.4</td>
<td>4.4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>10.7</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/3</td>
<td>7.6</td>
<td></td>
<td>(1.3 + 3.5 MB) (10 s + 35 MB)</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>10.7</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1/3</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2/3</td>
<td>4.4</td>
<td></td>
<td>(1.9 + 3.5 MB) (10 s + 35 MB)</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1</td>
<td>10.7</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>1/3</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2/3</td>
<td>4.4</td>
<td></td>
<td>(1.9 + 3.5 MB) (10 s + 35 MB)</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1</td>
<td>10.7</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1/3</td>
<td>4.4</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>2/3</td>
<td>4.4</td>
<td></td>
<td>(1.9 + 3.5 MB) (10 s + 35 MB)</td>
</tr>
</tbody>
</table>

Table 7: Results of the coffee machine example over mono-infinite for k ≤ 30.
<table>
<thead>
<tr>
<th>k</th>
<th>ν</th>
<th>δ</th>
<th>T1, T2, T3</th>
<th>outcome (time / mem)</th>
<th>TH complete (time / mem)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>4</td>
<td>4,4,4</td>
<td>NO (24.9 s / 90.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>7</td>
<td>6,6,6</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>10</td>
<td>7,7,7</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>7,7,7</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
<tr>
<td>35</td>
<td>1</td>
<td>1</td>
<td>0,0,0</td>
<td>NO (15.1 s / 83.7 Mb)</td>
<td>NO (15.1 s / 83.7 Mb)</td>
</tr>
</tbody>
</table>

Table 8: Results of the coffee machine example over mono-infinite for k > 30.
<table>
<thead>
<tr>
<th>k</th>
<th>p</th>
<th>δ</th>
<th>T₁, T₂, T₃</th>
<th>complete (time / mem)</th>
<th>outcome (time / mem)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>7.6</td>
<td>(13 s / 34.1 Mb)</td>
<td>T (3 / 7.5 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>10.7</td>
<td>(26 s / 52.2 Mb)</td>
<td>T (3 / 7.5 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1/3</td>
<td>4.4</td>
<td>(15 s / 33.3 Mb)</td>
<td>T (1.2 s / 7.5 Mb)</td>
</tr>
<tr>
<td>5</td>
<td>1/3</td>
<td>7.6</td>
<td>(13 s / 34.1 Mb)</td>
<td>~ (31 s / 34.1 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10.7</td>
<td>(26 s / 52.2 Mb)</td>
<td>T (1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4.4</td>
<td>(15 s / 33.3 Mb)</td>
<td>(1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/3</td>
<td>7.6</td>
<td>(13 s / 34.1 Mb)</td>
<td>~ (31 s / 34.1 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10.7</td>
<td>(26 s / 52.2 Mb)</td>
<td>T (1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4.4</td>
<td>(15 s / 33.3 Mb)</td>
<td>(1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/3</td>
<td>7.6</td>
<td>(13 s / 34.1 Mb)</td>
<td>~ (31 s / 34.1 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10.7</td>
<td>(26 s / 52.2 Mb)</td>
<td>T (1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4.4</td>
<td>(15 s / 33.3 Mb)</td>
<td>(1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1/3</td>
<td>7.6</td>
<td>(13 s / 34.1 Mb)</td>
<td>~ (31 s / 34.1 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>10.7</td>
<td>(26 s / 52.2 Mb)</td>
<td>T (1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4.4</td>
<td>(15 s / 33.3 Mb)</td>
<td>(1.2 s / 7.5 Mb)</td>
<td></td>
</tr>
</tbody>
</table>
Table 10: Results of the coffee machine example over bi-infinite for $k > 25$.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n$</th>
<th>$\Delta$</th>
<th>$\mathcal{T}^\nu_1$</th>
<th>$\mathcal{T}^\nu_2$</th>
<th>$\mathcal{T}^\nu_3$</th>
<th>$\mathcal{T}^E_1$</th>
<th>$\mathcal{T}^E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>1/2</td>
<td>1</td>
<td>4.44</td>
<td>(8.8 s / 93.2 Mb)</td>
<td>(544 s / 54.6 Mb)</td>
<td>(14 s / 44 Mb)</td>
<td>(8.8 s / 93.2 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>3/4</td>
<td>7.65</td>
<td>(9.7 s / 111.1 Mb)</td>
<td>(764 s / 68.4 Mb)</td>
<td>(17 s / 51.7 Mb)</td>
<td>(9.7 s / 111.1 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>5/6</td>
<td>10.78</td>
<td>(17.2 s / 227.0 Mb)</td>
<td>(1640 s / 282.3 Mb)</td>
<td>(34 s / 84.1 Mb)</td>
<td>(17.2 s / 227.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>7/8</td>
<td>13.91</td>
<td>(29.5 s / 378.5 Mb)</td>
<td>(3900 s / 538.2 Mb)</td>
<td>(70 s / 166.3 Mb)</td>
<td>(29.5 s / 378.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>9/10</td>
<td>16.05</td>
<td>(46.4 s / 513.1 Mb)</td>
<td>(5400 s / 673.5 Mb)</td>
<td>(110 s / 259.2 Mb)</td>
<td>(46.4 s / 513.1 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>11/12</td>
<td>18.19</td>
<td>(63.3 s / 658.1 Mb)</td>
<td>(7200 s / 837.6 Mb)</td>
<td>(150 s / 351.0 Mb)</td>
<td>(63.3 s / 658.1 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>13/14</td>
<td>20.34</td>
<td>(80.1 s / 803.2 Mb)</td>
<td>(9000 s / 991.2 Mb)</td>
<td>(190 s / 442.6 Mb)</td>
<td>(80.1 s / 803.2 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>15/16</td>
<td>22.49</td>
<td>(96.9 s / 948.3 Mb)</td>
<td>(10800 s / 1186.8 Mb)</td>
<td>(230 s / 538.4 Mb)</td>
<td>(96.9 s / 948.3 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>17/18</td>
<td>24.64</td>
<td>(113.7 s / 1132.9 Mb)</td>
<td>(12600 s / 1382.4 Mb)</td>
<td>(270 s / 634.0 Mb)</td>
<td>(113.7 s / 1132.9 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>19/20</td>
<td>26.79</td>
<td>(130.5 s / 1284.5 Mb)</td>
<td>(14400 s / 1482.0 Mb)</td>
<td>(310 s / 730.6 Mb)</td>
<td>(130.5 s / 1284.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>21/22</td>
<td>28.94</td>
<td>(147.3 s / 1434.0 Mb)</td>
<td>(16200 s / 1581.5 Mb)</td>
<td>(350 s / 827.2 Mb)</td>
<td>(147.3 s / 1434.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>23/24</td>
<td>31.09</td>
<td>(164.1 s / 1583.5 Mb)</td>
<td>(18000 s / 1680.0 Mb)</td>
<td>(390 s / 923.8 Mb)</td>
<td>(164.1 s / 1583.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>25/26</td>
<td>33.24</td>
<td>(180.9 s / 1733.0 Mb)</td>
<td>(19800 s / 1778.5 Mb)</td>
<td>(430 s / 1020.4 Mb)</td>
<td>(180.9 s / 1733.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>27/28</td>
<td>35.39</td>
<td>(197.7 s / 1882.5 Mb)</td>
<td>(21600 s / 1878.0 Mb)</td>
<td>(470 s / 1117.0 Mb)</td>
<td>(197.7 s / 1882.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>29/30</td>
<td>37.54</td>
<td>(214.5 s / 2033.0 Mb)</td>
<td>(23400 s / 2033.0 Mb)</td>
<td>(510 s / 1213.6 Mb)</td>
<td>(214.5 s / 2033.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>31/32</td>
<td>39.69</td>
<td>(231.3 s / 2183.5 Mb)</td>
<td>(25200 s / 2183.5 Mb)</td>
<td>(550 s / 1310.2 Mb)</td>
<td>(231.3 s / 2183.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>33/34</td>
<td>41.84</td>
<td>(248.1 s / 2334.0 Mb)</td>
<td>(27000 s / 2334.0 Mb)</td>
<td>(590 s / 1406.8 Mb)</td>
<td>(248.1 s / 2334.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>35/36</td>
<td>44.00</td>
<td>(264.9 s / 2484.5 Mb)</td>
<td>(28800 s / 2484.5 Mb)</td>
<td>(630 s / 1503.4 Mb)</td>
<td>(264.9 s / 2484.5 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>37/38</td>
<td>46.15</td>
<td>(281.7 s / 2635.0 Mb)</td>
<td>(30600 s / 2635.0 Mb)</td>
<td>(670 s / 1600.0 Mb)</td>
<td>(281.7 s / 2635.0 Mb)</td>
</tr>
<tr>
<td>30</td>
<td>1/2</td>
<td>39/40</td>
<td>48.30</td>
<td>(298.5 s / 2785.5 Mb)</td>
<td>(32400 s / 2785.5 Mb)</td>
<td>(710 s / 1796.6 Mb)</td>
<td>(298.5 s / 2785.5 Mb)</td>
</tr>
</tbody>
</table>

Table 10: Results of the coffee machine example over bi-infinite for $k > 25$. 35
original formulas represent.

The technique has a three-fold incompleteness: it considers only a subset of generic MTL formulas, it verifies only “sufficiently slow” dense-time behaviors (although the “speed” of the behaviors can be modulated), and the analysis of the discretized formulas may yield inconclusive results.

The technique is simple to implement in practice, and we performed some experiments with it, through a bounded validity checker for discrete-time formulas. The results are promising in that they show that the effects of incompleteness can be mitigated in practice, and the computational effort required to check the discretized formulas is usually acceptably small.

Future work in this line of research will follow three main directions. First, advances and generalizations in the notion of sampling invariance will yield extensions of the discretization techniques, both in terms of classes of MTL formulas that can be handled (for instance a relaxation of the nesting-freeness requirement) and in the strength and form of the \( \chi \) constraint that restricts the behaviors we consider. Second, heuristics and methods will be developed to guide the writing of dense-time specifications in a form that is amenable to the application of the discretization techniques. Third, the tool support can be extended and enhanced, through the use of additional engines, as well as in supporting the aforementioned methods.
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