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Abstract—In Bounded Model Checking (BMC) a system is modeled with a finite automaton and various desired properties with temporal logic formulae. Property verification is achieved by translation into boolean logic and the application of SAT-solvers. Bounded Satisfiability Checking (BSC) adopts a similar approach, but both the system and the properties are modeled with temporal logic formulae, without an underlying operational model. Hence, BSC supports a higher-level, descriptive approach to system specification and analysis. We compare the performance of BMC and BSC over a set of case studies, using the Zot tool to translate automata and temporal logic formulae into boolean logic. We also propose a method to check whether an operational model is a correct implementation (refinement) of a temporal logic model, and assess its effectiveness on the same set of case studies. Our experimental results show the feasibility of BSC and refinement checking, with modest performance loss w.r.t. BMC.
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I. INTRODUCTION

Bounded Model Checking is a well established technique for analyzing timed reactive systems [1]. The system under analysis is modeled as a finite-state transition system and the property to be checked is expressed as a formula in temporal logic. Infinite, ultimately periodic temporal structures that assign a value to every element of the model alphabet are encoded through a finite set of boolean variables, and the cyclic structure of the time domain is encoded into a set of loop selector variables that mark the start and end points of the period. The model and the property are also suitably translated into boolean logic formulae, so that the model checking problem is expressed as an instance of a SAT problem, that can be solved efficiently thanks to the significant improvements that occurred in recent years in the technology of the SAT-solver tools [2], [3]. As it usually occurs in a model checking framework, a (bounded) model-checker tool can either prove a property or disprove it by exhibiting a counter example, thus providing means to support simulation, test case generation, etc. Among the various SAT-based verification tools we cite NuSMV [4], a symbolic model checker which supports bounded model checking; and Alloy [5], oriented towards the analysis of descriptive models, but without full support to the verification of temporal properties.

In our past work [6] we have introduced a variant of bounded model checking where the underlying, ultimately periodic timing structure was not bounded to be infinite only in the future, but may extend indefinitely also towards the past, thus allowing for a simple and intuitive modeling of continuously functioning systems like monitoring and control devices. Most important, however, in our approach both the system under analysis and the property to be checked are expressed in a single uniform notation as formulae of temporal logic. In this novel setting, which we called bounded satisfiability checking (BSC), the system under analysis is modeled through the set of all its fundamental properties as a formula \( \phi \) (that in all non-trivial cases would be of significant size) and the additional property to be checked (e.g. a further desired requirement) is expressed as another (usually much smaller) formula \( \psi \). A bounded model checker in this case is used to prove that any implementation of the system under analysis possessing the assumed fundamental properties \( \phi \) would also ensure the additional property \( \psi \); in other terms, the model checker would prove that the formula \( \phi \rightarrow \psi \) is valid, or equivalently that its negation is not satisfiable (hence the term satisfiability checking).

Satisfiability verification is very useful, in its simplest form, as a means for performing a sort of testing [7] or sanity check of the specification [8], [9] and, more generally, it allows the designer to perform System Requirement Analysis [10], i.e., to investigate which system properties and behaviors are implied by (or are compatible with) the assumed requirements considered as a high level specification. This kind of activity, being centered on the requirements, is naturally performed at the initial stages of the development cycle. This has the advantages of allowing the designer to reason at a high level of abstraction, using simple and readable artifacts like the requirements specification, and without imposing any premature constraint on the implementation. On the other hand, an analysis performed at an early stage of the development process does not provide any support to the design phase and may potentially be less efficient that an analysis performed, as in traditional model checking, with reference to an operational model consisting, as it is customary, of a state transition system.
In the present work, we take a significant further step in investigating the feasibility and usefulness of BSC by exploiting its generality and flexibility to provide two kinds of models for the system under analysis:

- the descriptive model, which consists essentially of a compact, high level, readable requirements specification expressed as a set of formulae in timed temporal logic with past operators, and
- the operational model, which is written in a simple but rather general language to characterize a state-transition system.

Through a running example we introduce a method to build the two models in such a way as to facilitate their analysis and comparison. In particular we focus on the interfaces through which they can be related and we investigate the notions of equivalence and implementation among a descriptive and an operational model. These ideas are also validated by applying them to a set of significant examples consisting of benchmark case studies.

The results here reported can be the basis for a unified, encompassing development framework for reactive, embedded, (time) critical systems that supports a seamless transition from requirements elicitation and analysis (carried out by means of satisfiability checking on the first, descriptive model of the system), to a refinement-based, and hence provably correct, high-level design supported by proof of correct implementation and by verification through model checking.

The paper is structured as follows. Section II presents background material on temporal logic and bounded model- and satisfiability-checking. Section III introduces, by means of a running example, the notions of descriptive and operational models. Section IV illustrates, still on the running example, the operations of refinement, proof of correct implementation and equivalence among models. In Section V we report and comment on the experimental results on applying our method and tool to the benchmark case studies. In the concluding section we summarize the obtained results and outline possible future developments.

II. Preliminaries

We first recall here Linear Temporal Logic with past operators (PLTL), in the version introduced by Kamp [11].

Syntax of PLTL The alphabet of PLTL includes: a finite set \( Ap \) of propositional letters; two propositional connectives \( \sim, \lor \) (from which other traditional connectives such as \( T, \perp, \sim, \lor, \land, \ldots \) may be defined); four temporal operators (from which other temporal operators can be derived): the "until" operator \( U \), the "next-time" operator \( \circ \), the "since" operator \( S \) and the "past-time" (or Yesterday) operator, \( \bullet \). Formulae are defined in the usual inductive way: a propositional letter \( p \in Ap \) is a formula; \( \sim p, \phi \land \psi, \phi U \psi, \circ \phi, \phi S \psi, \bullet \phi \), where \( \phi, \psi \) are formulae, are formulae; nothing else is a formula.

The traditional eventually and globally operators may be defined as: \( \phi E \) is \( T U \phi \), \( \phi G \) is \( \sim T \phi \). Their past counterparts are: \( \phi P \) is \( \bullet S \phi \), \( \phi W \) is \( \sim \bullet \phi \). Another useful operator for PLTL is the Always operator \( A \phi \), which can be defined by \( A \phi = \square \phi \land \phi \). The intended meaning of \( A \phi \) is that \( \phi \) must hold in every instant in the future and in the past. Its dual is the Sometimes operator \( S \phi \) defined as \( \sim A \phi \).

Semantics of PLTL A bi-infinite word \( w \) over alphabet \( 2^{Ap} \) (also called a Z-word) is a function \( w : Z \to 2^{Ap} \). Hence, \( w(j) \in 2^{Ap} \) for every \( j \). Word \( w \) is also denoted as \( \ldots w(-1)w(0)w(1) \ldots \) and each \( w(j) \) as \( w_j \). The set of all bi-infinite words over \( 2^{Ap} \) is denoted by \( (2^{Ap})^\omega \). An \( \omega \)-word over \( 2^{Ap} \) is a function from \( N \to 2^{Ap} \), i.e., it has the form \( w(0)w(1) \ldots \).

The semantics of PLTL may be defined on Z-words (i.e., bi-infinite time) or on \( \omega \)-words (i.e., mono-infinite time). We present here only the former case, even if the latter is much more common in BMC, since bi-infinite semantics is actually simpler and includes the mono-infinite one as a special case. Also, our tool Zot supports both mono-infinite and bi-infinite cases, and some of the experiments of Section V use bi-infinite time.

For all PLTL formulae \( \phi \), for all \( w \in (2^{Ap})^\omega \), for all integer numbers \( i \), the satisfaction relation \( w, i \models \phi \) is defined as follows.

- \( w, 0 \models p \iff p \in w(0) \) for \( p \in Ap \).
- \( w, n \models \phi \iff \phi \land \forall i \leq n \phi \land w, i \models \phi \).
- \( w, n \models \phi \lor \psi \iff \phi \models w, n \models \psi \).
- \( w, n \models \phi \land \psi \iff \phi \models w, n \models \psi \).
- \( w, n \models \psi \lor \phi \iff \phi \models w, n \models \psi \).
- \( w, n \models \phi U \psi \iff \exists k \geq 0 | w, n + k \models \psi \land w, i \models \psi \), and \( w, n + k \models \phi \forall 0 \leq j < k \).
- \( w, n \models \phi S \psi \iff \exists k \geq 0 | w, i - k \models \psi \land w, i \models \psi \), and \( w, i - k \models \phi \forall 0 \leq j < k \).

Metric PLTL PLTL can also be extended by adding metric operators, on discrete time. Metric operators are very convenient for modeling hard real time systems, with quantitative time constraints. The resulting logic, called Metric PLTL, does not actually extend the expressive power of PLTL: it is a syntactically-sugared, but considerably more succinct and convenient, version of PLTL.

Metric PLTL extends the alphabet of PLTL with a "bounded until" operator \( U_{\leq c} \), and a bounded since operator \( S_{\geq c} \), where \( \sim \) represents any relational operator (i.e., \( \sim \in \{ \leq, =, \geq \} \)), and \( c \) is a natural number. Also, we allow \( n \)-ary predicate letters (with \( n \geq 1 \)) and the \( \forall, \exists \) quantifiers as long as their domains are finite. Hence, one can write, e.g., formulae of the form: \( \exists p \ gr(p), \) with \( p \) ranging over \( \{1, 2, 3\} \) as a shorthand for \( \forall p \in \{1, 2, 3\} \ gr(p) \).

The bounded globally and bounded eventually operators are defined as follows: \( \phi_{\leq c} \) is \( T U_{\leq c} \phi \), \( \phi_{\geq c} \) is \( T S_{\geq c} \phi \). The past versions of the bounded eventually and globally operators may be defined symmetrically to their future counterparts: \( \phi_{\leq c} \) is \( S_{\geq c} \phi \), \( \phi_{\geq c} \phi \) is \( \sim S_{\geq c} \phi \).

Versions of the bounded operators with a strict bound may be introduced as a shorthand. For instance, \( S_{\geq 0} U \psi \) stands for \( \circ (S_{\geq 0} U \psi) \).

The semantics of Metric PLTL may be defined by a straightforward translation \( \tau \) of its operators into PLTL:
\begin{align*}
\tau(\phi_1 \land \phi_2) & := \phi_1 \\
\tau(\phi_1 \lor \phi_2) & := \phi_1 \lor \tau(\phi_1 \land \neg \phi_2), \text{ with } t > 0 \\
\tau(\phi_1 \land \neg \phi_2) & := \phi_1 \land \tau(\phi_1 \lor \neg \phi_2), \text{ with } t > 0 \\
\tau(\phi_1 \lor \neg \phi_2) & := \phi_1 \lor \tau(\phi_1 \land \neg \phi_2), \text{ with } t > 0 \\
\tau(\phi_1 \land \neg \phi_2) & := \phi_1 \land \tau(\phi_1 \lor \neg \phi_2), \text{ with } t > 0
\end{align*}

A. The Zot toolkit

Zot is an agile and easily extensible bounded model checker, which can be downloaded at [http://home.dei.polimi.it/pradella/](http://home.dei.polimi.it/pradella/), together with the case studies and results described in Section V.

The tool supports different logic languages through a multilayered approach: its core uses PLTL, and on top of it a decidable predicative fragment of TRIO [12] is defined (essentially, equivalent to Metric PLTL). An interesting feature of Zot is its ability to support different encodings of temporal logic as SAT problems by means of plugins. This approach encourages experimentation, as plugins are expected to be quite simple, compact (usually around 500 lines of code), easily modifiable, and extendible. At the moment, a few variants of some of the encodings presented in [13] are supported, a dense-time variant of MTL [14], and the bi-infinite encoding presented in [6].

Zot offers three basic usage modalities:

1) **Bounded satisfiability checking (BSC):** given as input a specification formula, the tool returns a (possibly empty) history (i.e., an execution trace of the specified system) which satisfies the specification. An empty history means that it is impossible to satisfy the specification.

2) **Bounded model checking (BMC):** given as input an operational model of the system, the tool returns a (possibly empty) history (i.e., an execution trace of the specified system) which satisfies it.

3) **History checking and completion (HCC):** The input file can also contain a partial (or complete) history \( H \). In this case, if \( H \) complies with the specification, then a completed version of \( H \) is returned as output, otherwise the output is empty.

The provided output histories have temporal length \( \leq k \), the bound given by the user, but may represent infinite behaviors thanks to the loop selector variables, marking the start of the periodic sections of the history. The BSC/BMC modalities can be used to check if a property \( \text{prop} \) of the given specification \( \text{spec} \) holds over every periodic behavior with period \( \leq k \). In this case, the input file contains \( \text{spec} \land \neg \text{prop} \), and, if \( \text{prop} \) indeed holds, then the output history is empty. If this is not the case, the output history is a counterexample, explaining why \( \text{prop} \) does not hold.

The tool and its plugins were validated on mono-infinite examples, such as the Mutex examples included in the distribution of NuSMV. The results were exactly the same as those obtained by using NuSMV [4] with the same encoding. On one hand, Zot is in general slower than NuSMV, but being quite small and written in Common Lisp is quite flexible, and promotes experimentation with different encodings and logic languages. On the other hand, in practice its performances are usually acceptable, because for non-trivial verifications the bottleneck typically resides in the SAT solver rather than in the translator.

Zot supports the model checkers MiniSat [3], zChaff, [2], and the recent multi-threaded MiraXT solver [15].

III. DESCRIPTIVE VS. OPERATIONAL MODELS

We now remind of two different, complementary ways to define a model of a system.

The first one, called descriptive model, is based on the idea of characterizing the modeled system through its fundamental properties, described by means of LTL formulae on an alphabet of items that correspond to the interface of the system with the external world, without considering any possible further internal components that might be necessary for its functioning. Such LTL formulae are not constrained in any way in their form: they may refer to any time instant, possibly relating actions and events occurring at any arbitrary distance in time, or they may constrain values and behaviors for arbitrarily long time intervals.

On the other hand the second way of modeling, the operational model consists of a set of clauses that constrain the transition of the system from a state valid in one given instant, the current state, to the next state, reached by the modeled system in the successive time instants. The Zot toolkit provides a simple language to describe both descriptive and operational models, and to mix them freely. This is possible since both models are finally to be translated into boolean logic, to be fed to a SAT solver.

A. An example: a lamp with a timer

As a simplest example on which to discuss the introduced concepts we consider a so-called timer-reset-lamp (TRL), i.e., a lamp with two buttons, called ON and OFF. When the ON button is pressed the lamp is lighted and it remains so for \( \Delta \) time units (t.u.) and then it goes off, unless the OFF button is pushed before the \( \Delta \) time-out expires (in which case the light goes off immediately after the push of the OFF button, even if this occurs before the end of the time-out period), or unless the ON button is pressed again, before the time-out, in which case the lamp will remain lighted for more \( \Delta \) t.u. (unless the OFF button is pressed before the time-out expires, etc.). To ensure that the pressure of a button is always meaningful, it is assumed that ON and OFF cannot be pressed simultaneously.

An example of a trace of execution of the TRL system (a so-called history) is represented in Figure 1, for the case \( \Delta = 5 \). The history shows typical behaviors of the modeled system: the lamp being off is turned on by pushing button ON and then it turns off “spontaneously” after \( \Delta \) t.u.; then

Fig. 1. A history for the example of the timed lamp
the lamp is lighted again and then turned off within $\Delta$ t.u. by pressing button $OFF$; the lamp is kept on by pushing again button $ON$ before the $\Delta$ time-out, and then it finally goes off spontaneously.

The descriptive model of the TRL is based on following three propositional letters, with the indicated meaning:

- $L$ the light is on,
- $ON$ the button to turn it on is pressed,
- $OFF$ the button to turn it off is pressed.

To distinguish the present, descriptive model from the operational model that will be presented next, we add a subscript $de$ to the names of the propositional letters, which thus become $L_{de}$, $ON_{de}$, $OFF_{de}$. The first sub formula of the descriptive model is:

$$\text{(D1)} \quad L_{de} \leftrightarrow \exists x \left( 0 < x \leq \Delta \land \begin{array}{l}
\bigtriangleup = x ON_{de} \\
\bigtriangledown < x OFF_{de}
\end{array} \right)$$

Which states that the lamp is on (at the current time) if and only if the $ON$ button was pressed not more than $\Delta$ time units ago and since then the $OFF$ button was never pressed. The second sub formula expresses the mutual exclusion between the pressing of the $ON$ and $OFF$ buttons

$$\text{(D2)} \quad \neg(ON_{de} \land OFF_{de})$$

The descriptive model of the formula simply consists of the conjunction of these two formulae, enclosed in a universal temporal quantification ($\forall lw$ operator) asserting that they hold for all instants of the temporal domain.

$$\text{(DM)} \quad \forall lw(D1 \land D2)$$

The descriptive model, despite its simplicity and succinctness, characterizes completely the TRL system: starting from it the history depicted in Figure 1 can be generated using the Zot tool, or one can prove that the following (conjectured) property

$$\text{(DP1)} \quad \forall lw(\neg \square_{\leq \Delta+1} L_{de})$$

(i.e., the lamp will never remain on for more than $\Delta$ time units) does not hold, by generating, through the Zot tool, a counter-example consisting of a history similar to the one shown in Figure 1, including two push actions of the $ON$ button at distance less than $\Delta$: the Zot tool can instead prove, from the descriptive model, the following property

$$\text{(DP2)} \quad \forall sm(\square_{\leq \Delta+1} L_{de}) \rightarrow \forall sm(ON_{de} \land \diamond_{\leq \Delta} ON_{de})$$

(i.e., the lamp remains lighted for more than $\Delta$ time units only in case of two consecutive press actions of the $ON$ button at a distance of less than $\Delta$ t.u.). The latter property is proved by the Zot tool in 1.45 seconds with a time structure of $k = 15$ time points.

We now show how an operational model for the TRL system can be provided. As mentioned above, the idea is to define, for each instant, the next system state based on the current state and, possibly, of the stimuli coming, still at the current time, from the environment. A brief reflection shows however that the current state of the TRL system is not completely characterized by the value of predicate letter $L$: e.g., if at a given time we know that the lamp is on (predicate letter $L_{op}$ holds, notice subscript $op$ on the predicate letter standing for operational) and that no button is pressed, this does not allow us to conclude that the lamp will still be on at the next time instant, since this obviously depends on the time that the lamp has been on (more precisely, it depends on the time that has elapsed from the last press action on the $ON$ button). To model explicitly this component of the state it is therefore necessary to introduce a further element in the alphabet of the model: a counter variable ranging in the interval $[0...\Delta]$ to store exactly this information. With this addition the definition of the operational model becomes an easy exercise. The model (not reported here for the sake of brevity) consists of a set of propositional formulae that relate the present state with the next state, and it corresponds to a classical finite state automaton depicted, with customary graphical conventions, in Figure 2.

Clearly, the operational model (OM) provides a complete and unambiguous characterization of the TRL system, as well as the descriptive model (DM). For instance, the following properties, at all similar to DP1 and DP2,

$$\text{(OP1)} \quad \forall lw(\neg \square_{\leq \Delta+1} L_{op})$$

$$\text{(OP2)} \quad \forall sm(\square_{\leq \Delta+1} L_{op}) \rightarrow \forall sm(ON_{op} \land \diamond_{\leq \Delta} ON_{op})$$

can easily be (dis)proved by the Zot tool with the same results as in the descriptive model. It is also interesting to note that property (OP2) is proved by the tool in 0.86 seconds (as opposed to the 1.45 seconds for the descriptive model).
IV. MODEL DEVELOPMENT, ANALYSIS AND VERIFICATION, REFINEMENT, AND EQUIVALENCE

Let us now step back and reconsider the conceptual path that we have followed so far, and add a few methodological remarks.

We started from an informal description of the TRL system. Then we characterized it by means of a set of LTL formulae with a minimal alphabet of specification items and without imposing any particular constraint of the structure of the formulae: we called the result of this formalization the descriptive model. Next we provided a further, alternative characterization of the TRL system in an operational style (through a set of boolean formulae relating current-state and next-state) maintaining the same alphabet of specification items for the external, visible part of the model; not surprisingly, going from a descriptive model to an operational one we were led to add elements of the model alphabet to represent the system internal state variables (here, in a typical way, a counter variable). The internal state variables are necessary in the operational model to “carry the information” on the current system configuration from one instant to the next, because of the constrained form of the clauses composing the operational model.

The descriptive model is typically more compact and concise than the operational one, being composed of compact formulae, often with a high level of temporal nesting, that express more abstractly its characteristic properties without any reference to its internal state.

In fact, the descriptive model constitutes both the formalization of the system requirements and an abstract specification. Writing an operational model with reference to the same specification alphabet and adding other items representing internal state variables corresponds to what is typically done in the first phases of the development cycle, when one outlines the system architectures and the means by which the required properties can be ensured. Often these first steps in the development cycle are formalized in terms of a refinement operation, that provides a relation between two models (often one being derived from the other one) showing that certain logical-algebraic properties among them hold, which ensure that one of the two models is a correct implementation of the other one.

In our TRL example, we have two models that are obviously comparable because (except for the de or op subscripts) they refer to the same alphabet for the external predicate letters $L$, $ON$, $OFF$, and we are led to conjecture that they are equivalent, also based on the fact that the properties (DP1) and (DP2) on one side, and (OP1) and (OP2) on the other side, are (dis)proved by the Zot tool with the same results for the two models.

We can intuitively be convinced that the two models are equivalent because of their simplicity, but of course we seek for a method and a procedure to prove formally the equivalence, to be applied to practical cases, which are far more complex (so that our intuition can be easily deceived) and often critical (so that the consequences of a misjudgment would be severe).

We can exploit the generality and flexibility of our LTL-based approach and the availability of the Zot tool to provide a framework supporting analysis and verification, where we consider the two models (DM) and (OM) and assert their equivalence, under the obvious condition that the elements that correspond to the “external” components of the alphabet in the two models are identical. We therefore add the following identity condition:

\[
(ID) \quad \forall w \left( L_{op} \leftrightarrow L_{de} \land \right.
\]
\[
ON_{op} \leftrightarrow ON_{de} \land
\]
\[
OFF_{op} \leftrightarrow OFF_{de}
\]

and we verify, using the Zot tool, the property of equivalence of the two models, namely \( (DM \rightarrow OM) \), which for convenience we divide into the two implications \((OM \rightarrow DM)\) and \((DM \rightarrow OM)\). It is worth noticing that the first property \((OM \rightarrow DM)\) asserts that the operational model constitutes a correct implementation of the descriptive one, i.e., all executions/histories of the operational model related to the descriptive model by means of the identity condition (ID), satisfy it, while the second property, \((DM \rightarrow OM)\), added to the first one, states that the two models are completely equivalent.

The Zot tool proves the correct implementation:

\[
(OM \land ID) \rightarrow DM
\]

in 1.43 seconds with a time structure of \( k = 15 \) time points. On the contrary the opposite property, formalized by:

\[
(DM \land ID) \rightarrow OM
\]

is not proved, because Zot finds a counterexample: the two models, the operational and the descriptive one, are therefore not equivalent. An inspection of the counterexample shows that it satisfies the premise of the implication, \((DM \land ID)\), and falsifies the consequence, OM, by a combination of pressing of buttons and on or off light states of the lamp that satisfies the properties of the system (and hence the descriptive model DM) but it contains a set of values for the count variable that are inconsistent with the operational model OM, which is therefore, considered as a boolean formula, falsified.

Hence, if we wish to obtain a complete equivalence between the two models DM and OM, we should add further constraints to the identity condition (ID), to state that the values of the counter are consistent with the values of the other variables of the descriptive model, and in particular with the pressing actions on the buttons. The formulae that assert this consistence are stated in the following, with brief comments:

\[
count = 0 \iff
\]
\[
\square_{\Delta} \neg ON_{de} \lor (\neg OFF_{de} \land (\neg ON_{de} \land OFF_{de}))
\]

(the counter is null if and only if the ON button was not pushed in the last \( \Delta \) t.u. or if no push of the ON button
followed the last push in the past of the OFF button

\[ \forall x \left( 0 < x \leq \Delta \rightarrow \begin{cases} \text{count} = x \\ \diamond \Delta+1-x \text{ON}_d e \land \\
\neg \text{OFF}_d e \land \\
(\neg \text{OFF}_d e \land S \text{ ON}_d e) \end{cases} \right) \]

(count is equal to x greater than 0 if and only if the ON button was pressed \(\Delta+1-x\) t.u. ago and no push of the OFF button occurred in the past since then)

With the addition of these two constraints the Zot tool completes the proof of equivalence of the two models in 2.9 seconds with a time structure of \(\Delta = 15\) time points.

It can be remarked that, even in the simplest example of the TRL system, the conditions added to relate the values of the internal count variable of the operational model to the values of the external variables of the descriptive model, with the purpose of proving the complete equivalence of the two models, are nontrivial. In non-toy examples or in practical cases the required effort, and the likelihood of errors in writing these constraints, which essentially formalize the meaning and the purpose of the internal state variables, can be comparable to those encountered in defining the operational model itself.

It is also to be noticed that in a typical process of system development through refinement of requirement specifications -formalized by a descriptive model- into an operational model that implements it, the formal proof of the relation of correct implementation (i.e., of the validity of the formula \(OM \land ID \rightarrow DM\)) can suffice, if one does not intend to use the operational model as a sort of benchmark with respect to which the descriptive model (i.e., the original requirement specification itself) should be validated in order to check that it ensures all the properties formalized by the operational model.

In a refinement-based development process then question may arise if, when one has produced both a descriptive model that abstractly specifies the requirements and an operational one that has been proved to be a correct implementation of it, it would be preferable to analyze some further, desired properties of the system under development with reference to the descriptive model or to the operational one. In the simple example of the TRL we have seen that the proof of the property P2 (in the two versions DP2 and OP2) was carried out more efficiently with respect to the operational model (proof time 1.6 versus 4 seconds). A possible cause for this could be that the operational model is more "deterministic" than the descriptive one, so that the state space that the tool has to explore to prove the property is more limited in size. This is however only a conjecture, as the time needed to complete the proof might depend, in subtle and involved ways, on the size of the formula, on the depth of nesting of its temporal operators, on the size of the model alphabet, and possibly on other factors.

In the next section we further elaborate on these and other questions with reference to a series of less trivial examples and to benchmark case studies frequently adopted in the literature on timed, critical systems.

**V. EXPERIMENTAL RESULTS**

Here we briefly describe our three case studies. The interested reader can find a complete archive with the Zot input files used for the experiments, and the detailed outcomes in the Zot web page http://home.dei.polimi.it/pradella/.

**A. Fischer’s protocol**

As a first case study, we consider Fischer’s algorithm [16], a timed mutual exclusion algorithm that allows a number of timed processes to access a shared resource. These processes are usually described as timed automata, and are often used as a benchmark for timed automata verification tools.

We considered the system in two variants. The first one, called Fischer 1, considers 3 processes with a delay after the request of 4 time units. The second one, called Fischer 2, considers 4 processes with a delay after the request of 5 time units.

We used the tool to check the safety property of the system (safety in the tables of the following section), i.e. it is never possible that two different processes enter their critical sections at the same time instant.

As a last test for this system, we added a constraint to generate a behavior in which there is always at least an alive process in the system (alive in the tables).

For this case study, we used the mono-infinite encoding.

**B. Kernel Railway Crossing**

The Railway Crossing problem is a standard benchmark in real time systems verification [17]. It considers a railway crossing composed of a sensor, a gate and a controller. When a train is sensed to approach the crossing, a signal is sent to the controller. The controller then sends a command to the gate, closing the railway crossing to cars. The system operates in real time, ensuring safety (when the train is inside the railway crossing then the bar gate is closed) while maximizing utility (the bar should be open as long as possible). To this end, we adopt various assumptions on the minimum and maximum speed of trains (e.g., the minimum time it takes for a train to enter the crossing after being sensed) and the bar speed (the time it takes for the bar to be moved up or down). The Kernel Railroad crossing problem is a simplified version, where there is only one track and hence only one train at a time may enter the crossing. The goal of the KRC specification is twofold: a formal definition of the KRC system, and the proof of the safety and utility properties.

KRC is a toy example per se, but in this case we are completely defining it with a temporal logic specification, thus obtaining a logic formula much bigger and more complex than those used in traditional model checking, where the KRC is defined with an automaton and short temporal logic formulae are used only to model safety or utility properties.

In our example we studied the KRC problem with a set of time constants that allow a high degree of nondeterminism on train behavior. In particular, the set of constants is: \(d_{Max} = 9\) and \(d_{Min} = 5\) time units for the maximum and minimum time for a train to reach the critical region, \(h_{Max} = 6\) and \(h_{Min} = 3\).
for the maximum and minimum time for a train to be inside the critical region, and $\gamma = 3$ for the movement of the bar from up to down and vice versa.

Satisfiability of the specification, a safety property and refinement were considered for the experiments, using a mono-infinite encoding. We also considered a special case of refinement, that we called “mixed refinement”. In fact, the KRC specification is composed of three modules: the bar, the train and the controller. The only system to be implemented in software or digital hardware is the controller, while the bar and the train are a part of the environment. Hence, in SW development it would not make sense to define operational models also for the bar and the train. The mixed refinement experiments consider exactly this case: only the controller is refined. This is possible, thanks to the flexibility of Zot that allows mixing operational and descriptive constraints.

C. Real-time allocator

The last case study consists of a real-time allocator which serves a set of client processes, competing for a shared resource. The purely descriptive version of it was originally presented in [6]. Here we compare the descriptive version with a new operational version.

Each process $p$ requires the resource by issuing the message $r_q(p)$, by which it identifies itself to the allocator. Requests have a time out: they must be served within $T_{req}$ time units, or else be ignored by the allocator. If the allocator is able to satisfy $p$’s request within the time-out, then it grants the resource to $p$ by a $gr(p)$ signal. Once a process is assigned the resource by the allocator, it releases the resource, by issuing a $rel$ signal, within a maximum of $T_{rel}$ time units. The allocator grants the request to processes according to a FIFO policy, considering only requests that are not timed out yet and in a timely manner, i.e., no process will have to wait for the resource while it is not assigned to any other process.

In the following experiments we considered the case of a system with three processes and $T_{rel} = T_{req} = 3$. As in the previous case studies, we first used Zot to generate a simple “run” of the system (history generation); then we considered the following four real time properties.

Simple Fairness The first is a simple fairness property. If a process that does not obtain the resource always requests it again immediately after the request is expired, then it requests the resource it will eventually obtain it. This property holds only for $T_{rel} < T_{req}$, hence not in our case, and Zot generates a counterexample.

Conditional Fairness A second, more complex property may be intuitively described as a sort of “conditional fairness”. Let us first define the notion of “unconstrained rotation” among processes: a process will require the resource only after all other ones have requested and obtained it. Notice that this requirement does not impose any precise ordering among the requests made by the processes (though, once requests take place in a given order, the order remains unchanged from one round among processes to the next one). Under this assumption of “unconstrained rotation” the allocator system is fair for all processes: if a process, when it requests the resource and does not obtain it, always requests it again after the request is expired, then, when it requests the resource, it will eventually obtain it.

Precedence The third property is about precedence: the allocator system cannot grant the resource to a process $a$ asking for it after another process $b$, if the resource has not yet been granted to $b$.

Suspend Fairness The last considered property is used to prove simple fairness, under the assumption that every process, after obtaining the resource, suspends itself for $T_{rel} \cdot n_p$ time-units, where $n_p$ is the number of processes.

For simplicity, we used the bi-infinite encoding for this case study, because the assumption of a sequence of events that extends itself indefinitely in the past is a useful abstraction with respect to the start of the allocator system: a designer might prefer to ignore the behavior of the allocator right after its start and consider its properties only on regime behavior.

D. Results

The experimental results for the case studies described above are shown in Figure 3, with the figures of the simplest Lamp example reported in the first lines as a reference for further comparison. The table reports, for various values of the bound $k$ (30, 60, 90 and 120), SAT time and memory for various properties and systems. To give an idea of the size of the examples, the total number of boolean clauses fed to the SAT solver are also included. Another measure, called SAT2CNF, reports on the time involved in translating Zot output into the conjunctive normal form required by SAT solvers. This by far dominates translation into boolean formulae, especially on large examples. The experiments were run on a single core of a 4 Gbyte RAM machine with a 2.67 Ghz Intel Core 2 Quad Processor Q6700 (on a Optiplex Dell 755). The SAT solver is MiniSat 1.14 (the only experiment marked with “*” was performed with MiraXT - which does not indicate the memory used - in a case where MiniSat was not able to complete the proof before the cutoff).

For every example, the suffix -de indicates the descriptive version of the model, while -op is used for the operational version. Every row considers an experiment: sat stands for a satisfiability check (i.e., an unconstrained history generation); refinement naturally stands for refinement proofs, i.e. that the operational model implies the descriptive one. Equiv refers to the reverse implication, i.e., the descriptive model implies the operational one, used together with refinement to actually prove the satisfiability equivalence of the two models. For the latter experiment we considered only one significant case each, just to validate our comparison. Experiments had a cut-off time at 24 hours. The cut-off occurred only for the largest bounds ($k = 90, 120$) and only for some of the computationally most expensive models (e.g. the real-time allocator).

Refinement is by far the most time-consuming operation, affecting mostly SAT solver time. In fact, SAT2CNF time is only dependent on the size of the model, while SAT solving time depends more on the “intrinsic” hardness of the problem,
rather than only on its sheer size. This can be justified, on an intuitive basis, considering that the proof of refinement is analogous to the proof of a property in traditional model-checking, where the size of the formula specifying the property has roughly the same size as the model itself.

On the other hand, the proof of the specific system properties (e.g., safety and fairness, mutual exclusion etc.) are always feasible in a “reasonable” time for all cases studies, both w.r.t. the descriptive and the operational model. It can be noticed that, in most cases, the size of the formula to be analyzed by the SAT-solver (measured in terms of Kilo-Clauses) is smaller for the operational model than for the descriptive one, and, when this occurs, in general also the time required for the proof is inferior in the case of the operational model. Indeed, for the timed lamp, Fischer’s protocol, and the real-time allocator the size of the CNF boolean formula generated for operational models is 40% to 70% of the corresponding size for descriptive models. This fact directly impacts on translation times, especially for SAT2CNF. An exception is provided by the KRC, where both the number of clauses and proof time are lower for the descriptive than for the operational case. A possible reason for this could be the fact that, in designing the

<table>
<thead>
<tr>
<th>Case</th>
<th>Prop</th>
<th>SAT2CNF Time (s)</th>
<th>SAT (s)</th>
<th>SAT memory (MB)</th>
<th>Kilo-Clauses (#)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>k=30</td>
<td>k=60</td>
<td>k=90</td>
<td>k=120</td>
</tr>
<tr>
<td>Lamp</td>
<td>P1-de</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>P1-op</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>P2-de</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>P2-op</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

---

**Fig. 3.** Summary of collected experimental data (*: MiraXT solver, using 4 cores).
and its analysis and verification be performed incrementally: and developed by partitioning it into independent modules, a complex, highly structured system could be designed line, a complex, highly structured system could be designed

As a general comment, however, we point out that more extensive experimentations and deeper a analysis are needed to better substantiate our tentative explanations of the reported figures.

VI. CONCLUSIONS

We have illustrated and discussed a methodology for defining operational and descriptive models of time critical systems and to state a relation of correct refinement among them. The extensive use of an automatic tool has shown that the analysis of desired properties can be conducted, most often with comparable results, on both the descriptive and the operational model of the system under development.

Further developments of the method here described may originate by the remark that operational and descriptive models are not incompatible and they may be combined, as shown in the mixed refinement of the KRC example, where two modules (the train and the bar) are left in the descriptive form, while the controller module is refined into an operational version. In this line, a complex, highly structured system could be designed and developed by partitioning it into independent modules, and its analysis and verification be performed incrementally: some system components (the most critical ones or simply the ones to be implemented in hardware and/or software) could be developed by refining their requirements specification (i.e., their descriptive model) into a provably correct operational model, while the other components could be left in the more abstract form of a descriptive model, to be used as sort of “stub” or “driver” modules during the integration phases.
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