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he physical modeling of complex sound genera-
tors can only be approached by individually syn-
thesizing and discretizing the objects that
contribute to the generation of sounds. This
raises the problem of how to correctly implement the inter-
action between these objects. In this article we show how to
construct an object-based
environment for sound
generation, whose ob-
jects can be individually
synthesized and which

producing just a disorganized collection of heterogeneous
results has been made by the MPEG standardization
board, which in the past few years has spent tremendous
cfforts toward a standardization for multimedia encod-
ing/decoding and document retrieval and is still working
toward this goal. This effort has encouraged the research
community to channel
the new results within
the standards and has
motivated technology
providers to focus

can interact with each
other through the mod-
eling of a potential interaction topology. We will also show
how this interaction topology can be made dynamic and
time varying. We will further discuss how we envision an
object-based environment that integrates geometric, radio-
metric, and intrinsic/extrinsic acoustic properties. We will
finally illustrate our first results toward the modeling of
complex sound generation systems.

Background

Recent achievements in the areas of computer vision, dig-
ital image processing, and computer graphics have made
it possible to model realistic visual three-dimensional
(3-D) environments [17], [27], [31], [33], [72], [2]
and 3-D objects [4], [68],[39], [52]-[55] with efforts
and costs that tend to decrease day by day. At the same
time, a great deal of effort has also been spent in the area
of audio analysis, synthesis, and processing, which has
brought significant results in the perceptual encod-
ing/compression of natural audio [10], in the realistic pro-
duction of synthetic sounds [48], [20], [6], [8] and in
their realistic spatialization [29], [36], [46], [47], [70].
Behind this tidal wave of results is an exponential increase
of computational power at low cost, combined with an
ever more capillary diffusion of domestic Internet con-
nections and a consequent explosion of new forms of net-
worked services. An attempt to prevent research from
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on the production

of low-cost multi-
media set-top boxes that could enable even computer-il-
literate users to access shared networked virtual
environments.

In the past decade, the market has been preparing itself
for the maturing of the technology related to the creation of
interactive multimedia environments. In fact, electronic
commerce, with virtual shopping centers and market
places, is already a booming reality. All this is creating a tre-
mendous demand for authoring tools that could speed up
the process of creation and personalization of these envi-
ronments, which are expected to become more and more
realistic in the near future. The concept of virtual university
is also stirring a great deal of interest as more and more aca-
demic institutions are getting ready to become didactic
providers for remote learners.

In spite of the abundance of results in the many
areas of interest for multimedia applications, little has
been done for synergically exploiting those that concern
synthetic and natural modeling/rendering of visual 3-D
environments and acoustic 3-D environments. From a
certain viewpoint, this is rather surprising as the model-
ing/rendering of 3-D objects and environments has a great
deal in common with the modeling/spatialization of
sounds. For example, the photorealistic rendering of a
3-D environment requires the specification of a geometric
model and a radiometric model for the surfaces of the en-
vironment, plus a model for the illumination. Similarly,
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realistic sound rendering requires a description of the sur-
faces of the environment (as far as both geometry and
sound reflection/absorption are concerned), and a model
of the sound source. Consequently, a number of similari-
ties can be found between classical visual rendering tech-
niques and advanced sound spatialization models.

A strong parallel can also be recognized between ad-
vanced visual 3-D modeling techniques and sound syn-
thesis techniques. For example, 3-D visual modeling
started out with completely synthetic (CAD) techniques
and progressed with measurement-driven solutions (e.g.,
modeling based on images, range cameras, or laser scan-
ners). More recently, some 3-D modeling techniques
have appeared, which go beyond the modeling of sur-
faces, and try to also describe the mechanism that ani-
mates them (e.g., physical modeling of human faces with
description of dermis and muscles [66], [67]). The evo-
lution of sound synthesis techniques [8] is similar. Ini-
tially, the most widespread solutions for sound
generation were fully synthetic (e.g., oscillator-based syn-
thesis, nonlinear distortion, frequency modulation syn-
thesis, etc.) [20], [8], and then a number of methods
appeared which used natural sounds to model synthetic
ones. Some popular examples are granular synthesis [20],
[8] (mosaicing of natural sound particles) and wavetable
synthesis [48] (based on the postprocessing of natural
sound samples). More recently, a number of solutions
have appeared in the literature, which are based on the
modeling of the mechanism of production of sound
rather than on the modeling of the sound itself [6], [7],
[50], [51], [60], [61], [64]. This physical modeling ap-
proach is gaining more and more popularity for a number
of reasons.

Object-Based Audio Environments

A common way to model a basic visual 3-D environment
is to describe it as a set of objects which interact with each
other and with the users in 3-D space. Objects can be sur-
faces that generate, reflect, refract, or diffuse light or
points or curves that act as light sources. Passive surfaces
are assigned a position in space, a shape, and some radio-
metric properties (albedo or texture and reflectivity or
transparency model). Light sources (active objects) are
assigned a radiation model. Objects can be time varying
and can be made “sensitive” to events, which could be
within the 3-D environment (e.g., the contact with other
surfaces) or external (user’s action through some input
device). When one such event occurs, an appropriate re-
action of the object and/or of the environment is trig-
gered. The whole 3-D scene can thus be thought of as a
set of individually modeled objects, which interact with
each other depending on their mutual positioning within
the 3-D environment and on external events. A simple ap-
proach to the rendering of this scene is done through an
analysis of the mutual location of active/passive objects
and viewpoints, based on some ray-tracing strategy [31],
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or some more sophisticated approach based on
“radiosity” [33], with the help of some post-processing
tools aimed at improving the final rendering quality (e.g.,
radiometric surface smoothing through an interpolation
of the normals of the triangles of the surface mesh).

An object-based environment for the generation and
the spatialization of sounds could be envisioned in a way
that is quite similar to what is described above. In fact, a
generic object of this environment could be a functional
element of a sound-generating device, or it could be an el-
ement of the environment that contributes to the sound
spatialization/reverberation. As an object could play both
roles at once, sound attributes that should be attached to
it are:

Intrinsic attributes, which describe the internal vibra-
tional properties, the mechanical/fluidodynamical prop-
erties of the object;

Extrinsic attributes, which describe the way the object
irradiates soundwaves in the environment and/or influ-
ences soundwaves propagated in the environment, i.e.,
how the object irradiates sounds and/or reflects/absorbs/
diffuses incident soundwaves.

Intrinsic attributes are invoked when the object is in-
volved in the generation of sounds, while extrinsic attrib-
utes are mainly invoked in the sound rendering phase. In
fact, the spatialization process requires the specification
of both shape and sound reflectivity properties of the sur-
faces of the environment. Quite clearly, an object may
have both intrinsic and extrinsic sound attributes, as it can
itself act as a sound generator or it can act as a sound scat-
terer for other generators. Its extrinsic properties may be
both active and passive: the active attributes, in fact, cor-
respond to the description of how the resonator irradiates
soundwaves in the environment, while passive attributes
describe how the object reflects, diffuses, and absorbs in-
cident soundwaves. For example, the surface of a gong
has both intrinsic (vibrational) and extrinsic (radiational)
properties. The active radiational properties describe how
the vibrations of its surface are irradiated into the envi-
ronment, while the passive radiational properties charac-
terize the reflection and the scattering of pressure waves
of external origin due to the object’s surface.

The audio rendering of the scene should be done
through an analysis of the mutual location of surfaces,
sound sources, and position of the auditory points (vir-
tual microphones) by adopting a strategy that plays the
role that ray tracing and/or radiosity play in the
photorealistic rendering process [17], [33].

Sound objects should be time varying, and their be-
havior should be made sensitive to events, which could
take place within the 3-D environment (e.g., contact con-
dition) or with the user (user’s action through some input
device such as a mouse or a MIDI actuator). When one
such event occurs, an appropriate reaction of the objects
and/or the environment should be triggered.

The above discussion on the attributes that character-
ize the generation of sounds and the influence of the envi-
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ronment on the rendering and the spatialization raises
questions on how, in fact, these attributes can be used for
the creation of an object-based environment that involves
multisensory forms of content. We believe that the ambi-
tious goal of an object-based interactive hybrid au-
dio/3-D environment can be achieved through the
development of three object-based subenvironments (see
Fig. 1) that interact with each other:

An object-based 3-D scene layer (3-DSL);

An object-based sound generation layer (SGL);

An object-based sound rendering layer (SRL).

The object subdivision in the 3-D layer, in the sound
synthesis layer, and in the spatialization layer may not be
the same. In fact, 3-D objects are subdivided depending
on the 3-D modeling approach and on the surface shape,
audio objects are subdivided according to their functional
role in the sound generation structure, while sound
sources and scatterers are subdivided according to both
geometrical and functional properties of such objects.
The motivations behind a three-layered structure are the
differences between such object subdivisions and, even
more, the fact that keeping the problems of image render-
ing, sound generation, and sound rendering separate
makes the synthesis far more flexible than otherwise
believed. Anyway, no complications should arise from
this layered approach if the mapping of signals between
these three structures is done correctly.

Interaction between 3-DSL and SGL: The interaction
between these layers is in terms of control (positional)
signals and is two directional:

Physical modeling of sounds enables the use of physical
inputs, therefore the positional parameters of some 3-D
objects can be mapped onto inputs of some sound objects;

Physical modeling of sounds enables responsive in-
put/output, therefore positional feedback can be easily
provided. Such parameters can be mapped onto some
3-D objects.

Interaction between SGL and SRL: The interaction be-
tween these layers is in terms of vibrational signals and is
generally two directional:

Control Parameters Sound Signals
(Action/Reaction) (To/From Env.)

N smgt? 3
\J Positional
~—— Parameters

1. A schematic representation of the interactions between the
3-DSL, the SGL, and the SRL.
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The vibrations that take place in SGL’s resonators need
to be transferred onto the SRL and irradiated into the en-
vironment, using the extrinsic attributes of the corre-
sponding objects;

The sound irradiated into the environment may pro-
duce sympathetic vibrational phenomena in other resona-
tors, therefore there may be signal transferral from SRL
to SGL as well.

Interaction between 3-DSL and SRL: The interaction
between these layers is in terms of control (positional)
signals and is basically feed forward (the interaction be-
tween 3-DSL and SRL becomes two directional when
the geometry of the environment is modified to achievea
desired spatialization quality). In fact, the positional pa-
rameters of generators, scatterers, and viewpoints (which
correspond to auditory points as well) are directly passed
by the 3-D object layer to the spatialization layer to
change the parameters of the spatialization model. In-
deed, sound scattering depends also on the 3-D shape of
the reflectors, and that information must be kept current.

In the next section we will focus on the SGL, and we
will illustrate our object-based approach to sound synthe-
sis through automatic physical modeling.

Sound Generation Layer

In principle, the SGL could be defined and implemented
using traditional sound synthesis algorithms [20], [6],
[8] based on direct generation (sound sampling, additive
synthesis, granular synthesis, etc.) or on signal modifica-
tion (subtractive synthesis, nonlinear distortion synthesis,
frequency modulation, etc.). These methods, however,
are characterized by a certain timbral rigidity because they
model sounds rather than the sound generation mecha-
nism. Such sound synthesis methods, in fact, are not suit-
able for interpreting positional parameters from the 3-D
scene layer to modify the timbre of the generated sounds
in a meaningful, predictable, and plausible fashion. Fur-
thermore, they do not allow the specification of a physi-
cally plausible feedback signal to be mapped back onto
the 3-D scene layer. To make interaction between SGL
and 3-DSL possible and realistic, one reasonable solution
is to implement sound synthesis with the physical model-
ing of the sound generation mechanism [5]-[7]. This
choice has a number of advantages:

The action on the model is specified through control
signals with physical meaning;

A precise relationship exists between the reaction of the
reference physical instrument to a certain action and the
reaction of its model;

The model can easily be made responsive in the sense
that it can return a physical positional feedback;

Timbral richness is determined by the model structure
rather than by the complexity of its parametric control
(the model has its own timbral dynamics);

A physical model simplifies the specification of the
sound radiating surface in the spatialization layer.
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The physical synthesis of sounds consists of modeling
the vibrational phenomena that occur in a complex reso-
nating structure, which can be made of a number of sim-
pler resonators connected together. The vibrational
phenomena are normally caused and, possibly, sustained
by the interaction with other structures. Examples of such
interactions are a gong hammered by a mallet or a bowed
violin string.

The Issue of Local Discretization

Indeed, a sound generating system made of two or more
interacting objects could be modeled and discretized as a
whole, as normally done in the literature. This choice,
however, would dramatically increase the complexity of
the synthesis problem and reduce its flexibility. In fact, to
account for all possible interactions between various ob-
jects, the sound environment would end up being mod-
eled as a wide collection of complex and autonomous
systems. As a consequence, to be able to construct an ob-
ject-based sound environment with a reasonable effort,
we need to develop a strategy that allows us to manage all
possible interactions between individually synthesized
objects, by planning and implementing the interaction
topology and solving all possible computability and sta-
bility problems beforehand.

The problem of computability arises when we need to
connect together two discrete-time models, each of
which exhibits an instantaneous connection between in-
put and output (see Fig. 2). In fact, the direct intercon-
nection of the two systems would give rise to a delay-free
loop (an implicit equation) in their implementation algo-
rithm. This type of problems typically occurs when we try
to connect together two individually discretized systems
without taking into account any global interconnection
constraint. To overcome this difticulty, the simplest solu-
tion, which is often adopted in the literature, consists of
inserting a delay element in the noncomputable loops
[71] (which correspond to deciding an artificial ordering
in the involved operations). A more sophisticated ap-
proach is adopting some iterative numerical approach for
solving the implicit equation that describes the
noncomputable loop [21]. Whatever the solution may
be, it involves a certain cost or risk in the final digital im-
plementation, especially when discontinuous non-
linearities are present in the model. In fact, too simple a
solution will tend to modify the system’s behavior and,
often time, to cause severe instability. Conversely, a more
sophisticated iterative solution will dramatically increase
the computational cost, as an implicit equation will have
to be solved at each time instance.

This last discussion brings us to the problem of stabil-
ity of the global implementation. It would be highly de-
sirable for a block-based synthesis strategy to be able to
preserve the stability properties of the analog reference
system. This would allow us to select a sampling fre-
quency that is only related to the involved signal
bandwidths, rather than to the adopted discretization
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strategy. In other words, we would like to keep the
oversampling factor (of the temporal discretization) as
low as possible, without giving up the physicality or the
behavioral plausibility of the system. Unlike what it may
seem, this problem is quite critical when highly nonlinear
elements are involved in the model implementation,
which is our case not just because systems may be intrinsi-
cally nonlinear, but because contact conditions are mod-
eled by step functions.

The sound objects that we are interested in are 7esona-
tors [6]-[8], which are the sites where the vibratory phe-
nomena take place. Such elements are modeled as linear
dynamic systems that may incorporate an instantaneous
nonlinear element to model the contact condition with
other blocks and, in some cases, some sort of contact de-
formation. Examples of resonators are the string-
soundboard structure of a piano or a violin, the acoustic
tube of woodwinds or brass instruments, and the whole
metal structure of a gong or a bell.

There are also other types of dynamic systems that need
to be modeled, which play more the role of exciters [6]-[8]
than that of resonators. These are elements whose only role
is to cause and, possibly, support the vibratory phenome-
non in the resonator and are usually modeled as nonlinear
dynamic systems. Examples of exciters are the drumstick of
percussions, the bow of a string instrument, the reed of a
clarinet, and the human lips for brass instruments. Vibra-
tory phenomena, however, can also be mutually caused by
a collision between two resonators, in which case a
nonlinearity must be included to model the contact condi-
tion. One difference that often discriminates between an
exciter and a resonator is the fact that the former is usually
modeled with lumped parameters (i.e., with a set of differ-
ential or even algebraic equations), while the latter is usu-
ally modeled with distributed parameters (i.e., with a set of
partial differential equations).

The subdivision into blocks is induced by their func-
tional role within the structure, and it would be desirable
to preserve it during the synthesis phase. It is the goal of
this section to show how it is possible to adopt a local ap-
proach to synthesis, which allows us to individually syn-

y=f(x) x=g(y)

2. The problem of computability created when two digital sys-
tems that exhibit an instantaneous 1/0 connection are con-
nected together. The absence of a delay element in the loop
generates an implicit equation between inputs and outputs.
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thesize the building blocks and take care of their
interaction later on.

Wave Digital Structures

A physical structure (mechanical or fluidodynamical) can
be described by an electrical equivalent circuit made of
lumped or distributed elements. The equivalence can be
made rather arbitrarily as a physical model is always char-
acterized by a pair of extensive-intensive variables (e.g.,
voltage current, force velocity, pressure flow, etc.), and
reciprocity principles can always be invoked. For exam-
ple, if we wanted to model the hammer-string interaction
in a piano we could first select a simplified model of the
actual piano mechanism and then adopt an electrical
equivalent of it, as shown in Fig. 3. In this case the equiv-
alence is established by having forces and velocities corre-
spond to voltages and currents, respectively.

In general, we can recognize a number of equivalences
between mechanical and electrical models, which can be
used to automatize the construction of the electrical
model. Some of these correspondences are shown in Fig.
4. Similar equivalences can be established between elec-
trical and fluidodynamical variables/laws, for the model-
ing of interactions between acoustic tubes and specific

exciters such as the jet flow in flutes and organ pipes or the
reed in woodwinds.

Going through the electrical equivalent of the
sound-production mechanism provides us with a stan-
dard representation of physical models. This representa-
tion cannot be digitally implemented using a local
approach, however, as a direct interconnection of indi-
vidually discretized elements would give rise to problems
of computability. This is to be attributed to the fact that,
when using extensive-intensive (voltage-current) pairs of
variables, a direct interconnection of the blocks will not
account for global constraints such as Kirchhoff laws.

One way to overcome this difficulty is to describe the
system by means of scattering parameters [ 3]. This allows
us to exploit the concept of adaptation to avoid com-
putability problems. A well-known local method for de-
signing filters after linear circuits, which is based on this
approach, is that of wave digital filters (WDFs) [23],
[24], [26]. The method consists of adopting a different
pair of wave variables 2 = » + Riand & = y — Rifor each ele-
ment of the circuit, with R being a free parameter called
reference resistance. This corresponds to a linear change
of reference frame, from a (,7) pair to an (a,b) pair, per-
formed with a linear transformation with one degree of

= String pridge
Soundboard
Hammer i
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String O
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3. Construction of the electrical equivalent of a piano model. When the hammer is in contact with the string, the velocities of hammer
and string are the same at the contact point, therefore the contact junction is a series junction (current corresponds to velocity, volt-

age corresponds to force).
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4. Some examples of correspondences between physical ele-
ments/laws and electrical elements/laws.

freedom (reference resistance R). The global constraints
(Kirchhoff laws) are modeled in the interconnection
phase, using multiport series and parallel adaptors, which
also account for all the changes in the reference frames
from point to point. The degree of freedom in the specifi-
cation of the reference frame can be exploited to satisfy an
adaptation condition on one of the ports of each adaptor.
An adapted port, in fact, will not exhibit a local instanta-
neous wave reflection, thus guaranteeing that no
computability problems will take place.

One key aspect of WDFs is that they preserve many
properties of the analog filters that are used as a reference,
such as passivity and losslessness [25]. Because of that, in
the past few years we witnessed renewed interest in
WDFs as the research in musical acoustics started to turn
toward synthesis through physical modeling. This interest
in WDFs is also due to the popularity gained in the past
tew years by digital waveguides (DWGs), which are close
relatives of WDPF’s. Such structures, in fact, are suitable
for modeling resonating structures in a rather versatile
and simple fashion.

The DWG modeling approach consists of implement-
ing the general solution of the equation that describes the
propagation of perturbations in the structure [63], [64],
together with its boundary conditions. For example, the
general solution of the differential equation that describes
the vibration of an infinitely long string (the ideal
one-dimensional wave equation) is a pair of waves that
propagate undistorted in the system, which can thus be
modeled by a pair of delay lines. Such waves travel undis-
torted as long as the propagation structure is homoge-
neous (constant characteristic impedance). When a
discontinuity occurs, wave scattering is modeled with a
scattering junction structured like an adaptor of the WDEF
theory. A DWG structure will thus be made of an inter-
connection of delay lines, scattering junctions, and filters,
which can be rather simply generalized to model lossy
and dispersive propagation [64]. DWGs are suitable for
simulating distributed resonating structures such as elas-
tic strings, acoustic tubes, or even membranes and bells.
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The similarity between DWGs and WDFs is not inci-
dental, as the former represent the distributed-parameter
counterpart of WDFs. In fact, they both use (incident and
reflected) waves and scattering junctions. Thanks to such
similarities, WDFs and DWGs turn out to be fully com-
patible with each other. However, while DWG waves are
defined with reference to a physical choice of wave param-
eters such as propagation velocity and characteristic im-
pedance, the reference parameters for WDF waves
represents a degree of freedom to be used to avoid
computability problems.

Itis quite clear that hybrid WDEF/DWG structures seem
to offer a flexible solution to the problem of sound synthe-
sis through physical modeling. One should keep in mind,
however, that both the classical WDF theory and the
DWG theory are inherently linear, which raises the prob-
lem of how to incorporate nonlinearities into a generic
wave digital (WD) structure, as they are predominant in
musical acoustics.

Nonlinear WD Structures

The need to incorporate nonlinear elements in WDF
structures was first recognized by Meerkotter [49], who
noticed that in any linear WDF structure there is always
one degree of freedom left in the global combination of
reference resistances, which can be exploited to adapt the
port where the nonlinear element needs to be connected
to. Indeed, since the wave variables are either voltage or
current waves, the nonlinear elements that can be incor-
porated in WDF structures this way are nonlinear resis-
tors. Quite clearly, the wave nonlinearity (a &—a curve)
that will be connected to the reflection-free (adapted)
port of the WDEF structure is obtained from the Kirchhoft
characteristic of the nonlinear resistor (a » —¢ curve) using
the same transformation that defines pairs (#,) of waves
as a function of Kirchhoff pairs (»,7) of variables (voltage
and current).

Nonlinear resistors, however, represent only a subset
of the so-called “algebraic” nonlinearities [16] encoun-
tered in nonlinear circuit theory and in musical acoustics.
Algebraic bipoles are described by an equation between
the two port variables »" and ¥, where
7,k O{G I+ 2,...} denote time differentiation (if posi-
tive) or integration (if negative) of » and 7. Nonlinear de-
vices that are not algebraic are called dynamic [16]
elements. The simplest examples of nonlinear algebraic
bipoles are nonlinear resistors, capacitors, and inductors,
although many others can be found in the literature of
nonlinear circuit theory (FNDRs, supercapacitors,
superinductors, memristors, etc. [16]).

Modeling nonresistive algebraic nonlinearities with
classical WDF principles is known to give rise to prob-
lems of computability, since closed loops without delays
cannot be avoided in the resulting WD structure. An ex-
ample of WD implementation of a circuit containing a
nonlinear reactance can be found in [21], whose scheme
exhibits a problem of computability that is numerically
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avoided by solving a nonlinear implicit equation at every
time instance. Other authors [71], in similar situations,
choose a more rudimental solution that consists of insert-
ing a delay element where the noncomputable connection
(delay-free loop) is found. This solution, however, could
easily introduce unacceptable discretization errors or in-
stability problems.

To overcome computability problems without having
to solve implicit equations, a different solution for a wave
implementation of circuits that contain reactive non-
linearities was proposed in [60] and [22]. In this solution,
new waves are defined to be suitable for the direct model-
ing of algebraic nonlinearities such as capacitors and
inductors. In fact, with respect to the new waves, the de-
scription of the nonlinear element becomes purely alge-
braic, so that the results already formulated for nonlinear
resistors [49] can be applied. To adopt such new waves, a
special two-port element that performs the change of vari-
ables is defined and implemented in a computable fashion.
The reactive nonlinear element is thus modeled in a new
WD domain, where its description becomes memoryless.
Roughly speaking, with respect to the new wave variables,
the behavior of the nonlinear bipole becomes resistor like,
therefore the two-port junction that performs the change
of wave variables plays the role of a device that transform
the reactance into a resistor.

The above idea of transforming reactances into nonlin-
ear resistors is not new in the theory of circuit design. In
fact, the literature on nonlinear circuits is rich with results
that allow the designer to model arbitrary nonlinear net-
works by using just nonlinear resistors, operational am-
plifiers, and other linear circuit elements [11]-[15]. By
doing so, it is possible to design arbitrary bipoles without
ever using a nonlinear inductor or a nonlinear capacitor,
which are more difficult to implement. This is possible by
using special two-port analog devices called mutators
[16], [12], [11], which are built using only operational
amplifiers and linear passive resistors and capacitors. In
general, mutators reduce the problem of realizing a wide
class of nonlinear bipoles with memory to that of synthe-
sizing a nonlinear resistor. The method proposed in [60]
and [22] is the digital counterpart of this analog approach
to the design of nonlinear circuits.

Generalized WDF structures

A further extension of the ideas introduced in [60] and
[22] was recently proposed [61], which introduced a
more general family of digital waves that allow us to
model a wider class of algebraic and dynamic
nonlinearities. The consequent generalization of the
WDF principles include dynamic multiport junctions and
adaptors, which synergically combine ideas of nonlinear
circuit theory (mutators) and WDEF theory (adaptors).
This generalization provides us with a certain degree of
freedom in the design of WD structures. In fact, not only
can we design a dynamic adaptor in such a way to incor-
porate the whole dynamics of a nonlinear element into it,
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but we can also design a dynamic adaptor that will incor-
porate an arbitrarily large portion of a linear structure. It
can be easily proven [61] that, under mild conditions on
their parameters, such multiport adaptors are
nonenergetic, therefore the global stability of the refer-
ence circuit is preserved by the wave digital implementa-
tion. For this reason, such multiport junctions can be
referred to as dynamic adaptors.

The class of digital waves that we use for modeling a
port in the WD domain is basically of the form

A(z)=V(2) +R(2)1(2)
B(2)=V(2) ~R(2)I(2),

where R(2) is a reference transfer function (RTF) [60],
[61]. With this choice, the class of nonlinearities that can
be modeled in the WD domain is, in fact, that of all alge-
braic bipoles of the form

p=90), P(z)=H,(2)V(2), Q(z)=H,(2)I(2),

where p and g are related to » and 7, respectively, through
a finite difference equation, while R(2)=H,(z)/ H,(z).
The above choice of digital waves allows us to model a
wide class of nonlinear dynamic elements, such as nonlin-
ear reactances (e.g., nonlinear springs) or, more gener-
ally, linear circuits containing a lumped nonlinearity. The
memory of the nonlinear element is, in fact, incorporated
in the dynamic adaptor or in the mutator that the
nonlinearity is connected to. As a consequence, our adap-
tors cannot be memoryless, as they are characterized by
reflection filters instead of reflection coefficients.

With this more general definition of the digital waves,
we can define the adaptation conditions for any linear
bipole by selecting the RTF in such a way as to eliminate
the instantaneous input/output connection in its WD im-
plementation (instantaneous adaptation). An “adapted”

5. Macro-adaptors in extended WDF structures are obtained by
arbitrarily interconnecting together a number of dynamic ad-
aptors. Such macro-adaptors model the local topology of
‘instantaneously decoupled” subsystems.
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bipole will thus be modeled in the WD domain as
B(z)=2z"'K(2)A(z), where the delayed reflection filter
K(z) can also be identically zero.

The interconnection between WD elements is im-
plemented through a network of elementary (series or
parallel) dynamic adaptors, as shown in Fig. 5. These
adaptors take care of performing the necessary trans-
formation (with memory) between variables, as each
wave pair is referred to a different RTF. This network
of elementary adaptors constitutes a dynamic macro-
adaptor that can be proven to be nonenergetic [61].
This is an important feature of such elements as it al-
lows us to guarantee that the passivity properties of the
individual elements of the reference analog circuit be
preserved by their WD counterpart. In fact, we have al-
ready verified that parallel and series multiport junc-
tions are intrinsically nonenergetic provided that the
port RTFs be stable. A computable interconnection
through the nonenergetic junction of elements having
the same passivity properties as the reference ones will
preserve the stability properties of the reference analog
circuit. We need to make sure, however, that the
quantization of the filter coefficients will not affect the
continuity constraints on the junctions and that the an-
alog-to-digital mapping is always performed by means
of the bilinear transformation.

Object Interaction

The sound synthesis approach summarized in the previ-
ous section, which we propose for the SGL, allows us to
implement a fixed topology of interaction between sound
objects, in the sense that the interconnection between ob-
jects needs to be specified in advance and cannot be
changed on the fly. Furthermore, as complex resonating
structures may become difficult to implement, initialize,
and handle, it would be desirable to have some strategy
for splitting the structure into smaller elements that are
easier to deal with and may work in parallel. Finally, noth-
ing has yet been said about how to implement and initial-
ize macro-adaptors, which are the key elements of our
structures. These problems are assessed in this section, to-
gether with the problem of how to make the synthesis
structure time varying.

Planning the Topology

We will now show that there is a way to make the SGL in-
terconnection topology dynamic, which exploits the non-
linear elements that implement the contact conditions.
Let us consider an object that could potentially interact
with a number of other objects in a sound environment.
For example, we could think of a mallet that could collide,
at different times, with a number of drum-like resonators.

LE

Local Topology

Local Topology

A 6. Structure of a nonlinear block-based WD system with fixed interaction topology. The gray boxes at the ports of decoupling multiport
block denote the presence of a delay element, which guarantees that neither instantaneous local reflections nor instantaneous reflec-

tions through outer loops will occur.
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Indeed, this situation cannot be implemented with a fixed
interaction topology such as the one of Fig. 6. To make
this dynamic topology possible, we need to be able to
connect or disconnect objects while the system is run-
ning. This can be achieved by exploiting the fact that a
connection between systems is #77elevant when their con-
tact condition is not satisfied.

As a simple example, let us consider the case of ham-
mer-string interaction in the piano mechanism. The WD
structure that corresponds to the equivalent circuit of Fig.
3 is shown in Fig. 7, where the macro-block M corre-
sponds to the contact point between hammer and string.
The nonlinear element (NLE) connected to the R -C
mutator [60], [51], [61] (the double-boxed two-port
junction of Fig. 3, whose aim is to transform the nonlin-
ear capacitor into a nonlinear resistor) corresponds to the
nonlinear spring that models the felt deformation and, at
the same time, the contact condition. It can be easily
shown that when the contact condition is not satisfied,
the series adaptor that connects the hammer to the two
portions of the string becomes transparent for the two
portions of waveguides that model the string. This fact
suggests that removing the whole connection by replac-
ing that series adaptor with a direct connection between
the two waveguide portions would not modify the behav-
ior of the resonator.

The above reasoning can be extended to more complex
resonators and has a significant impact onto our imple-
mentation scheme. In fact, there are two important direct
consequences that are worth mentioning:

Systems that are not close to contact can be discon-
nected and may evolve independently;

If the topology of the DWG network that implements
the resonator is fixed, then a measure of proximity can be
used for deciding whether and where to insert a transpar-
ent junction on the delay lines to preset the contact point.

An example of this situation is the physical model of a
hammer dulcimer, where only two hammers are available
for a set of many strings. In this case, in fact, the interac-
tion topology between hammers and strings needs to be
made dynamic and implemented as explained above.

Decoupling Elements

In general, while for a bipole the condition of adaptation
corresponds to the possibility of extracting a delay ele-
ment from it, for a multiport element this is no longer
true. In fact, the port adaptation only implies that no local
instantaneous reflections can occur, while nothing can be
said about instantaneous reflections through outer paths.
If it is true that a delay can actually be extracted from a
port, then we talk about instantanecous decoupling, which is
a stronger condition than adaptation. The concept of -
stantaneous decoupling is important as it allows us to split
the synthesis and the initialization of large WD structures
into that of smaller substructures [51], [50]. If N por-
tions of a WD structure that are connected together
through a decoupling N-port block (N =2), which is a
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multiport element that exhibits at least N —1 decoupling
ports, then such portions are said to be instantaneously
decoupled, as they do not instantaneously interact with
each other. One other reason why this decoupling condi-
tion is important is that it allows us to model WD struc-
tures that contain more than one nonlinearity. We know,
in fact, that only one of all the ports of a macro-adaptor
(the oval block of Fig. 5) can be adapted, therefore only
one nonlinearity can be connected to it. Through a de-
coupling N-port block, however, we can connect to-
gether N macro-adaptors, each of which is allowed one
nonlinear element.

Decoupling multiport blocks are quite frequently en-
countered in musical acoustics, especially when using
DWG to implement reverberating structures. An exam-
ple of a block-based sound synthesis structure where the
decoupling condition allows us to model a large number
of nonlinear elements is the acoustic piano. In this case, a
number of wave digital hammers are connected, each
through a DWG model of a string, to the same (decoup-
ling) resonating structure (soundboard).

In conclusion, the global structure of a WD implemen-
tation of a physical model can be seen as a number of de-
coupled interconnection blocks such as those of Fig. 6,
whose aim is to connect together either linear
macro-blocks or instantaneous nonlinear blocks. The pres-
ence of decoupling ports allows us to approach the synthe-
sis/initialization problem in a block-wise fashion. For
example, if'an interconnection block is connected to a set of
adapted macro-blocks of the form B(z)=z"'K(z)A(z),
then we can separate the synthesis/initialization of the
macro-blocks of the form K(z) from that of the intercon-
nection block [51], [50]. A similar reasoning holds for two
decoupled portions of the global WD structure.

Constructing Macro-Adaptors

The contact conditions allow us to unpluy and isolate
subsystems, while decoupling blocks allow us to ap-
proach the synthesis and the initialization of WD struc-
tures in a block-wise fashion. As a consequence, all that

Soundboard

Bridge

Spring
(Felt Deformation and
Contact Condition)

7. WD structure for the modeling of piano sounds with fixed in-
teraction topology. The contact condition is incorporated in the
nonlinear element that is connected to the macro-adaptor M.
When the contact condition is not satisfied, the macro-adaptor
M becomes irrelevant and the string keeps evolving as if the
macro-adaptor was not there.
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is left to discuss is the construction and the initialization
of a macro-adaptor.

An N-port macro-adaptor can be automatically built
through a tableau-based approach, specifically designed
tor WD structures [51], [50]. Its description, in fact, can
be given in the form

S(z)C(2)=0",

where §(z)is a2 N x N tableau matrix [3], 0 is a vector
with N zero elements, and C(z) =[ 4, [II4,, B, B, |" is
the vector of digital waves. A generic macro-adaptor can
be thought of as a network of elementary (parallel or se-
ries) three-port adaptors with memory that belong to a
predefined collection. This allows us to construct §(z) by
“pasting” a number of predefined 6 x 3 matrices into a
larger sparse matrix. This matrix equation can be quite
casily rearranged and inverted to obtain a state-update
equation, or else it can be solved iteratively using some ef-
ficient numerical method for sparse matrix equations.

As our macro-adaptors are not memoryless, they need
to be properly initialized, which is a critical operation for
WD models of mechanical systems as it usually aftects the
mutual position and contact conditions of mechanical ele-
ments. The determination of the state update equation can
be seen as a direct form of the synthesis problem, as output
signals are computed from input signals and memory con-
tent. Initialization, on the other hand, can be seen as an in-
verse problem, as memory content must be derived from
output and input signals. As the nonlinearity is “lumped,”
this operation can be quite easily performed through
nonlinearity inversion and matrix inversion.

Making the Structure Time Varying

Changing any model parameters ina WD structure usually
affects all the other parameters as they are bound to satisty
global adaptation conditions. Temporal variations of the
nonlinearities are easily implemented by employing special
WD two-port elements that are able to perform a variety of
transformations on the nonlinear characteristics (nonho-
mogeneous scaling, rotation, etc.). Temporal variations of
RTFs, on the other hand, are implemented through a
global recomputation of all model parameters on the be-
half of a process that works in parallel with the simulator
[51], [50]. This operation requires the remapping of the
nonlinearities as well. This parameter update, however, is
not computationally intensive as it is performed at a rate
that is normally only a fraction of the signal rate (e.g., 100
times slower). It is important to remember, however, that
abrupt parameter changes must be carefully dealt with not
to affect the global energy in an uncontrollable fashion.

Automatic Implementation

Some methods are already available for synthesizing lin-
ear macro-blocks [63]; therefore the automatic synthesis
procedure is based on the assumption that such elements
are already available in the form of a collection of pre-
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synthesized structures. In its current state, the system that
we developed is able to automatically compile the source
code that implements a WD structure based on standard
WDF adaptors and new dynamic adaptors chosen from a
reasonably wide collection [51], [50]. The information
that the system starts from is a semantic description of the
network of interactions between all such elements.

Currently, the family of blocks includes WD mutators
[60] and other types of adaptors developed for modeling
typical nonlinear elements of the classical nonlinear cir-
cuit theory (both resistive and reactive). The available lin-
car macro-blocks belong to the family of the DWGs [63],
while the nonlinear maps are currently point wise de-
scribed in the Kirchhoff domain and then automatically
converted in a piecewise-linear WD map. Typical lumped
WDF blocks are masses, springs, dampers, nonlinearities,
ideal generators, and filters (especially allpass filters, for
the fine tuning of strings or acoustic tubes or to account
for the dispersive propagation in some enharmonic elastic
structures such as bells, low piano strings, etc.). Typical
distributed-parameter blocks are simple DWG imple-
mentation of strings and acoustic tubes, generalized
DWG that accounts for rigidity and losses in a distributed
fashion, reverberators based on Toeplitz matrices, green
functions, and DWG models of 2-D and 3-D structures
such as membranes and bells.

The parameters can be modified “on the fly” to make
the structure time varying. A parallel process deals with the
problem of recomputation of all WD parameters, depend-
ing on their changes expressed in the Kirchhoft domain.

An Example of Application

Our approach to the construction of the SGL has been
tested on a variety of applications of musical acoustics.
Starting from an appropriate semantic description of the
building blocks and their topology of interconnection, we
used our authoring tool to automatically generate C++
source code for the implementation of a number of typical
acoustic musical instruments. The timbral classes imple-
mented with this method are hammered strings (piano,
clectric piano), plucked strings (guitar), bowed strings (vi-
olin), reed instruments (clarinet, oboe), jet-flow acoustic
tubes (flute, organ pipes), percussions, etc.

One of these examples, namely the grand piano, has
been developed with a two-fold goal in mind: to test
our solution to the problem of the mechanical model-
ing of a nontrivial acoustic instrument and to test our
approach to the construction of a dynamic topology of
interconnection.

The basic mechanism of hammer-string interaction is
shown in Fig. 3, which corresponds to the block-based
WD model of Fig. 7. As we can see in Fig. 8, the trajecto-
ries of the hammer and of the string at contact point and
the temporal evolution of the force that the hammer ex-
erts on the string are very “physical” and realistic. In fact,
the hammer tends to bounce back a bit more every time a
wave is reflected by the nut or the bridge and returns at
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the contact point, causing the ripples in the force’s profile.
This behavior turns out to have a very realistic impact on
the resulting sound. The plotted output corresponds to
the acoustic signal at the bridge.

The global implementation of the piano model has
been entirely built using a rather extended network of
WDF and DWG elements. The DWG model of each
string includes stiffness [59] and losses [64]. The bridge
is modeled as a bandpass filter (the WD equivalent of an
RLC filter) and is connected to a rather complex
soundboard model based on a DWG network. The
string’s fine tuning is performed using all-pass filters. A
limited number of hammers are used dynamically to hita
full-scale resonator such as the one described above, with
a dynamic management of the contact conditions. As for
the spatialization layer, in its current state, a limited num-
ber of virtual pick-ups are scattered on the soundboard
model and the vibrational signals are sent to a
pseudophysical reverberator based on a circulant feed-
back delay network [57].

Indeed, the computational complexity of the resulting
algorithm in this case coincides with the complexity of the
resonating structure, whose role in the characterization of
timbres is predominant. Some simpler implementations,
however, already run real time on low-cost PC platforms.
For example, the WD model of an electromechanical pi-
ano (e.g., Wurlitzer or Fender-Rhodes) can easily run
with full polyphony (61 or 73 keys) on a Pentium III
(350 MHz).

Sound Rendering Layer: An Overview

The literature is rich with sound reverberation techniques
of practical usability [30], which range from simple
comb-and-allpass filters that model early reverberation,
to more complex resonating structures based on feedback
delay networks [57], [58], DWG structures [64], [63]
and multidimensional WDF [40]. Solutions based on
DWG structures have the advantage of exhibiting a close
similarity with the resonating structures used for sound
generation through physical modeling. In fact, they are
often implemented as a network of delay lines connected
through multiport junctions.

When the goal is not just to obtain plausible reverbera-
tions, but to achieve audio-realistic rendering, more com-
plex solutions need to be considered. Advanced rendering
techniques, in fact, are aimed at creating a sense of pres-
ence by enabling a certain auditory comprehension of the
proportions and the geometry of the surrounding space.

The sound rendering techniques that are available in
the literature [29] can be roughly classified into five fami-
lies: finite element methods, image source methods,
boundary element methods, path tracing, and beam trac-
ing. Aside from the first class of methods, all such tech-
niques are inspired by visual rendering solutions. There
are some strong differences between light and sound radi-
ation, however, which complicate the situation in the
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acoustic case. First of all, sound wavelengths are much
longer than light wavelengths. This does not allow us to
ignore the phenomena of diffraction. Other conse-
quences of having longer wavelengths are that specular
reflections become dominant over diffuse reflections and
that occlusions due to small objects have little impact on
sound spatialization. A second significant difference is
that sound propagation is much slower than light propa-
gation. In fact, reverberations are the result of different
propagation delays in different paths. Another crucial dif-
terence from visual rendering is that sound propagation is
coherent. In fact, when modeling sound propagation we
must carefully take the phase of acoustic waves into ac-
count. Because of these differences, successful visual ren-
dering technique could easily translate into unfeasible
sound rendering solutions.

Finite element methods consist of solving the wave
propagation equation over a predefined volumetric
grid. One interesting WDEF-based solution within this
category was proposed by Rabenstein [56], [40], [41].
These solutions produce very accurate results but they
require the modeling of the propagation on all the
points of a dense grid that samples the spatialization vol-
ume, which makes it quite demanding in terms of both
memory and computations.

Image source methods [1], [9] are a first example of
modeling of specular acoustic reflections in environments.
They consist of computing specular reflection paths by
“mirroring” the sound source over each surface of the envi-
ronment. A line segment that connects a virtual (mirrored)
source with the receiver is used to model a specular reflec-

| FINx0.1]

t [ms]

0 20 40 60 80 t [ms]

8. Model simulation of an acoustic piano through a WD model.
F is the force that the hammer applies to the string, y , is the
position of the hammer, and y _ is the position of the string at
the contact point. Finally, y is the position of the string at the
soundbridge.
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tion path. Higher order reflection paths can be obtained
through a recursive generation of virtual sources through
repeated mirroring. Indeed, this approach is robust, but it
can only model specular reflections. Furthermore, its com-
putational complexity increases exponentially with the
number of reflections that we want to account for, which
makes it feasible only for simple environments.

To approach the audio-realistic rendering problem in
an object-based fashion, we need, once again, to invoke the
parallelisms with classical visual rendering methods.
Boundary element methods, path tracing, and beam trac-
ing are all directly derived from visual rendering solutions.

Examples of boundary element methods that are ex-
tensively used in computer graphics are the so-called radi-
ant exchange methods [17], [32], which model diffuse
reflection of radiosity between surfaces. These techniques
require the computation of form factors to measure the
radiosity exchanged between pairs of surfaces patches. To
obtain the radiosity of each surface patch of a given 3-D
environment, it is necessary to simultaneously solve a set
of transport equations.

Unfortunately, the success that this approach has had
in visual rendering is difficult to match in the acoustic ren-
dering case [46], [69]. This is because transport equa-
tions in acoustic modeling are expected to account for all
the above-mentioned differences between light and
sound radiation. In particular, they have to account for
phase. Furthermore, besides specular reflections, they
must consider paths of diffraction through extended form
factor computations. Finally, to obtain good rendering
results, the size of the surface patches must be much
smaller than the acoustic wavelength and the solution
must be computed for a number of frequencies, which
makes the radiant exchange approach of little practical us-
ability, especially for large 3-D environments.

Another class of image rendering techniques that has a
counterpart in audio spatialization is ray tracing [31],
[27], [73], [38]. Acoustic rays (paths) can be defined as
small portions of spherical acoustic waves of negligible ap-
erture, and geometrical acoustics can be applied to describe
the reflections of such rays on objects [43]. A simple imple-
mentation of this approach for acoustic rendering can be
obtained by ignoring the phenomenon of diftraction. This
corresponds to assuming that acoustic wavelengths of in-
terest are negligible compared with the size of the objects
in the environment. In some applications where the fre-
quencies that we care to spatialize are the higher ones, this
might be not a restrictive assumption. Another assump-
tion that needs to be made is the mutual incoherence (i.e.,
the absence of mutual interferences) between the waves as-
sociated to different acoustic rays. This last one is a difficult
condition to guarantee in advance, but is generally verified
with good approximation.

Along the direction of the acoustic ray, the pressure
decreases with the square power of the distance. When
the acoustic ray hits an object, a reflection occurs in a way
that depends on the physical characteristics of the surface.
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If we focus just on specular reflections, we need to ac-
count for a filtering effect, due to the fact that the surface
material interacts with the incident wave in a fre-
quency-dependent fashion. This filtering can be modeled
by a transfer function of the form

I<:ZCOSS—1’
Zcosf+1

where 0 is the angle of incidence of the acoustic ray and Z
is the (frequency-dependent) characteristic impedance of
the reflecting surface. When the surface is rigid and
smooth, Z - o and K - 1, providing a perfect reflection
regardless of the incidence angle.

Path tracing techniques [42] consist of determining all
the acoustic rays of interest between a sound source and a
listening point (receiver). Rays are generated from the
source point and followed through the environment until
an appropriate set of significant rays is found to reach the
listening point [38].

Path tracing methods have the advantage of being sim-
ple to implement, as only the interaction between rays
and surfaces need to be computed. As a consequence, un-
like finite element methods, the complexity depends less
than linearly on the number of surfaces of the modeled
environment. Furthermore, they can be devised and im-
plemented in such as way as to model surface-ray interac-
tions that are more complex than specular reflection. In
fact, paths of diffuse reflection, diffraction, and refraction
can be sampled as well. By doing so, it is possible to model
any type of indirect reverberation and to accommodate
arbitrarily shaped surfaces [18]. Conversely, path tracing
techniques require a strong sampling of the fifth-dimen-
sional (5-D) parameter space that describes all possible
rays, which gives rise to approximations [45] and aliasing
in the acoustic response of the environment. Approxima-
tions are due to the limited number of paths that can be
modeled, while alias is due to the fact that there is no
guarantee that some important acoustic ray will not be
missed in the sampling process. Furthermore, such meth-
ods are difficult to implement when the auditory point is
not stationary, as changes in the location of the receiver
would require path retracing.

A very promising technique that overcomes, in part,
these limitations is represented by beam tracing [29],
which is the acoustic counterpart of the visual rendering
technique described in [34]. Beam tracing methods are,
in a way, a generalization of ray tracing techniques, as
they trace pyramidal bundles of rays throughout the envi-
ronment. Roughly speaking, the approach starts with the
surface-based segmentation of the whole set of rays that
emanate from the sound source. This first step produces a
number of beams, each of which illuminates a different
surface. Such beams are then clipped to remove the
shadow region, which is then replaced by a properly con-
structed transmission beam. A reflection beam can then
be obtained through the creation of a virtual source by
simply mirroring the transmission beam over the surface.
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The process is repeated for the reflected beam which, in
turn, intersects some other surfaces. The main advantage
of beam tracing over path tracing is that it exploits spatial
coherence since, with a single beam, we can model an infi-
nite number of ray-surface intersections. This overcomes
the above-mentioned problems of approximation and
aliasing that arise from a sampling of the 5-D parameter
space that describes the rays. On the other hand, beam
tracing methods are more difficult to implement than ray
tracing techniques. In fact, determining intersection and
clipping beams can become rather complicated from a
geometric standpoint. Even more complex can be the
modeling of refractions or reflections off curved surfaces.

An interesting characteristic of this approach [29] is
the possibility of computing the topology of interaction
between sources and surfaces through off-line preanalysis
called beam tracing. This topology is described by a graph
called a beam tree. By doing so, the rendering process
consists of performing a lookup search for the beams of
the beam tree that contain the moving receiver.

All the sound rendering solutions that have been
briefly discussed in this section exhibit a number of ad-
vantages and disadvantages. When the goal is to obtain
plausible reverberations rather than audio-realistic sound
rendering, DWG techniques can be an interesting solu-
tion. In fact, they operate in a fully object-based fashion
and are very similar in spirit to the sound synthesis ap-
proach proposed in this article for the SGL. The sound
rendering techniques based on finite elements represent a
good solution when we are interested in the modeling of
the spatialization of low-frequency sounds, but they are
not object based. Boundary element methods are also
best suited for a realistic spatialization of low-frequency
sounds, but their complexity is very high. When dealing
with simple environments (typically a rectangular room),
image source methods are probably the best solution, al-
though they are limited to the modeling of specular re-
flections only. Depending on our expectations on the
spatialization accuracy, path tracing and beam tracing ap-
pear to be very promising sound-rendering techniques.
Path tracing is an excellent approach for modeling higher
order reflections, although it is difficult to employ with
dynamically moving auditory points. Although beam
tracing appears to be more complex to implement, it en-
ables the precomputation of the topology of interaction
between surfaces and sources (beam tree). Both tracing
solutions are also very close in spirit to the object-based
layered organization of audiovisual 3-D environments, as
presented in this article. Furthermore, we can outline a
number of similarities between the object-based sound
synthesis technique that we proposed for the SGL and
such spatialization techniques for the SRL. In fact, in
both cases, the construction and the managing of the to-
pology of interactions is the most challenging and com-
plex tasks to perform.

NOVEMBER 2000

Conclusions

In this article we illustrated our approach to the construc-
tion of an object-based environment for sound genera-
tion, whose objects are individually synthesized and
interact with each other through the modeling of their
potential interaction topology. In particular, we showed
how this interaction topology can be implemented in
such a way to avoid problems of computability and to
preserve the physical properties of the reference acoustic
structure such as passivity and losslessness. We then illus-
trated our strategy to make this interconnection dynamic
and time varying. We also discussed how we envision an
object-based environment that integrates geometric, ra-
diometric, and intrinsic/extrinsic acoustic properties.

The proposed approach has proven effective for the
automatic and modular synthesis of a wide class of physi-
cal structures encountered in musical acoustics. In fact,
the wave tableau approach we implemented makes the
construction and the implementation of the interaction
topology simple and systematic. In its current state, the
implementation of the described synthesis system is able
to assemble the synthesis structure from a syntactic de-
scription of its objects and their interaction topology,
providing the user with a first CAD approach to the con-
struction of an interactive sound environment.

We finally gave a brief overview on the available sound
rendering methods and their potential of integration
within a layered representation of audiovisual 3-D envi-
ronments. The resulting scenario is challenging and
promising, as new forms of interaction between users and
acoustically responsive virtual environments will be pos-
sible, in which sounds will be generated through the
modeling of the physical interaction between objects and
will be correctly spatialized and auralized.

It is important to mention that a first example of vir-
tual audio reality system has already been developed
within the EC-sponsored DIVA project [36], [62], [47].
This work already constitutes a significant step forward in
the direction of audiovisual integration, although
full-scale interactivity and object-based solutions are not
yet a reality in the achieved results. We are currently
working on a full-scale implementation of the layered
structure for audiovisual environments as presented in
this article. In particular, we are focusing on the SRL and
its interactions with the SGL.

One concluding remark on future directions of research
is that there is a strong need of understanding what kind of
approximations can be made on the synthesis-rendering
structure in both SGL and SRL without significantly im-
pacting on human perception of sound quality. As we
know, there is virtually no limit in the level of detail that
can be used in modeling physical reality. This is true for
both spatialization and sound synthesis. A better under-
standing of the link between perceptual redundancy and
physical accuracy of the models would thus help us sim-

plify the implementation of audiovisual environments.
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