Also,

\[
E \left[ \sum_{i=1}^{\infty} \frac{\lambda_i e^{-\lambda_i p(t+s)}}{1 - e^{-\lambda_i pt}} \right]^{-2}
\]

\[
= \frac{1}{\sum_{i=1}^{\infty} \frac{\lambda_i e^{-\lambda_i p(t+s)}}{1 - e^{-\lambda_i pt}}}
\]

\[
= \sum_{i=1}^{\infty} \frac{\lambda_i e^{-\lambda_i p(t+s)}}{1 - e^{-\lambda_i pt}}
\]

\[
+ 2 \sum_{i=1}^{\infty} \frac{\lambda_i^2 e^{-2\lambda_i p(t+s)}}{1 - e^{-\lambda_i pt}}
\]

\[
= \sum_{i=1}^{\infty} \lambda_i e^{-\lambda_i p(t+s)} \left[ 1 + \frac{\lambda_i p(t+s)}{1 - e^{-\lambda_i pt}} \right]
\]

The above estimate presupposes that a bug's failure rate becomes known when the bug is discovered. If this is not the case, then we can still use the data obtained by \( t \) to estimate \( \Lambda(t+s) \). One approach is to note that

\[
\frac{N_i(t)}{t} \approx \lambda_i
\]

where \( N_i(t) \) is the number of detected errors caused by bug \( i \). Hence, using (3) we can estimate \( \Lambda(t+s) \) by

\[
\Lambda(t+s) \approx \sum_{i=1}^{\infty} M_i(t) e^{-ip(t+s)}
\]

\[
= \frac{1}{t} \sum_{i=1}^{\infty} M_i(t) e^{-ip(t+s)}
\]

\[
= \frac{1}{t} \sum_{i=1}^{\infty} M_i(t) e^{-ip(t+s)}
\]

(4)

A second approach to estimating \( \Lambda(t+s) \) is to note the following:

\[
E[\Lambda(t+s)] = \sum_{i=1}^{\infty} \lambda_i e^{-\lambda_i p(t+s)}
\]

\[
= \sum_{i=1}^{\infty} \lambda_i e^{-\lambda_i pt} \left( 1 - \frac{\lambda_i p(t+s)^2}{2} \right) + \ldots
\]

\[
= \frac{1}{\sum_{i=1}^{\infty} \frac{\lambda_i e^{-\lambda_i pt}}{i}} \sum_{i=1}^{\infty} \frac{M_i(t)}{i} (-1)^{i+1}
\]

The last equality following since

\[
E[M_i(t)] = \frac{1}{\sum_{i=1}^{\infty} \frac{\lambda_i e^{-\lambda_i pt}}{i}} \sum_{i=1}^{\infty} \frac{M_i(t)}{i} (-1)^{i+1}
\]

Hence, the above suggests the possible estimator

\[
\Lambda(t+s) \approx \frac{1}{t} \sum_{i=1}^{\infty} \frac{M_i(t)}{i} (-1)^{i+1}
\]

(5)

Although we intuitively favor (4), numerical tests are needed to see whether (4) or (5) yields the better estimates. Of course, \( s \) should not be too large in relation to \( t \) for either estimate to be very effective.

We can also use the above to estimate the expected number of new bugs discovered in \((t, t+s)\). As this quantity is equal to \( p E[J_0^s \Lambda(t+y) dy] \), it follows from (3) that we can estimate this quantity by

\[
\sum_{i=1}^{\infty} \frac{J_0^s e^{-\lambda_i p(t+s)}}{1 - e^{-\lambda_i pt}}
\]

When the failure rates do not become known when a bug is detected, we can estimate the expected number of bugs that will be discovered between \( t \) and \( t+s \) by

\[
\sum_{i=1}^{\infty} M_i(t) e^{-ip(t+s)} (1 - e^{-ip(t+s)})
\]

Remarks: The results in this section can be used to devise an easily implemented stopping rule for testing. One could test for a time \( t \) and then, based on the observed data, choose an additional time testing time \( s \) such that the estimated error rate at \( s \) would be appreciable. One can then reevaluate this after testing for the additional time to determine whether to stop or continue for an additional time indicated by the above.
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availability with respect to a transaction \( T \) is computed through its representation by means of a structure graph and a structure vector related to the probabilistic state of the DTS element relevant to the transaction \( T \) itself.

**Index Terms**—Availability, distributed databases, Markov models, performance, reliability.

I. INTRODUCTION

One of the prime motivations for building distributed transaction systems (DTS) is to enhance availability with respect to what would be provided by a centralized system. The redundancy of data and processors provided by a DTS potentially enables it to continue its work despite the failure of individual sites. The growth in complexity of DTS and their use in ever more critical application areas make their availability an important design consideration.

The problem of availability and reliability evaluation has been already considered by researchers [1]–[3]. Modeling of computer reliability, starting from the earlier works [4], has stressed the representation of the probabilistic nature of structural changes caused by faults in the computer elements. A modified Markov model has been used to evaluate a number of computation related measures for degradable computing systems [5].

An approach to some aspects of reliability and availability evaluation in distributed databases is presented in the following papers: in [6] dependency among fragments of data is studied in relation to their availability; in [7] particular emphasis is put on the structure of the database considering host nodes as fundamental elements; in [20] the workload dependency of transition rates is considered in a real-time distributed database.

A. The Distributed Transaction System Environment

In order to perform a quantitative analysis of availability in a DTS, we must identify the components which concur in determining its behavior.

Fig. 1 shows the scenario of the DTS from a transaction point of view. It is a fairly common assumption that the distribution issues are transparent to the application programs implementing the transaction, i.e., a transaction requiring access to data and processing on different computers (called global transaction) is written as if it were completely performed locally. Therefore, a global transaction will be defined in terms of a set of global data belonging to a distributed database and a set of operations to be performed on them.

For the ease of description and without affecting the generality of the method, the DTS database is considered to be based on a relational model of data. Relations can be either horizontally or vertically partitioned; moreover, in order to have a good performance of the system also in case of failure of one or more nodes, copies of relations as a whole or of fragments of the partitioned relations can be stored at several nodes [8]. When distinction among them is not needed we shall call relations, fragments, and copies by the generic name of data items. All the data items of the DTS are stored in physical files.

The distributed computing system, which is the support of DTS, is made up of two kinds of subsystems: the host nodes and the telecommunication network. The host nodes are constituted by the cooperating computing centers. The telecommunication network is constituted by transmission and switching devices, linking the host nodes.

Moreover, in a multiuser/multiprogrammed environment, such as found in most of the host nodes, a concurrency control mechanism is needed which serializes the execution of transactions accessing the same data at the same time.

On this system a set \( \{ T \} \) of transactions is processed. Each transaction \( T \) requires a number of data items (files) to be available in order to produce the desired results. Task of the system is to determine the distribution features of the global data relevant to the transaction, such as the logical fragmentation of relations and/or their duplication, and the set of all the allocation nodes where they are physically stored; moreover, a set of all the execution nodes must be determined, where the operations, related to the transaction itself, can be performed.

We distinguish two data items sets for a given transaction \( T \): the read-set \( R_S \), composed of the data items that must be read in order to process the transaction, and the write-set \( W_S \), composed of the data items that must be updated by the transaction itself. We assume that, to successfully complete a transaction, at least one copy of every element of the read-set and at least \( k \) copies (if we want \( k \)-resiliency in updates [1], [6], [7]) of every element of the write-set have to be available.

The topmost level of performance of a DTS system is attained when all the transactions belonging to \( \{ T \} \) can be processed. In this paper we define the capability of execution of the most critical transaction alone as the least acceptable accomplishment level. Therefore, in the following, we are going to evaluate the availability of the system with respect to such a transaction.

Then, the system is available (i.e., the transaction can be processed) if and only if at least one of the possible copies of each of the data items relevant to the transaction is available, all of the execution nodes which are unique resources for the transaction and at least one of those which are considered to be hot backup are available, and at least one communication path exists between the nodes which must exchange information, the node issuing the transaction included.

Mastering a system of such a complexity, requires a "divide and conquer" philosophy. Therefore, we identify several levels
of description, each one composed of many subsystems; each subsystem can be modeled (as far as availability is concerned) in terms of its transition rates between the working and the failed state and vice versa. Transition rates for subsystems at one level can be, in principle, evaluated from the transition rates of the components of the more detailed models at the lower levels [29].

The description level of DTS identified in this paper is presented in Section II, where the availability model assumptions are also discussed. In Section III a two-step method is proposed for availability evaluation.

II. THE APPROACH

A. DTS Elements

We will evaluate the DTS availability starting from a level whose subsystems are as follows:

- data-items
- concurrency control policies
- host nodes
- communication paths.

The behavior of each subsystem is represented by its transition rates between the working and the failed state and vice versa. In a DTS, the rates may belong to one of the following classes: independent rates, i.e., their value does not depend on the state of any other component in the system, nor on the workload on it; state-dependent rates, i.e., their value changes depending on the state (working or failed) of some other component in the DTS, be it of the same or of different type; workload-dependent rates, i.e., their value changes depending on the workload applied to the component itself.

Our model can deal with both independent and dependent rates. In particular, state dependence is accounted for through a stress effect caused on a component \( r \) by the failure of component \( r' \). The stress effect is represented by a stress adjustment factor \( \gamma_{r|r'} \)

\[
\gamma_{r|r'} = \frac{\lambda_{x_r=0} \land \lambda_{x_r=1}: \forall \neq r}{\lambda_{x_r=1}: \forall j}
\]

If there is no dependence between two components, then \( \gamma_{r|r'} = 1 \).

The stress effect on component \( r \) due to the failure of a set of components can be represented as the chain product of the stress adjustment factors of component \( r \) pertinent to all failed components (chain dependence assumption).

\[
\gamma_{r_1|r_2|\cdots|r_k} = \gamma_{r_1|r_2} \cdots \gamma_{r_{k-1}|r_k}
\]

This assumption is a simplification of the real context since only direct dependencies between components can be considered, but it substantially reduces the amount of data required in the computation of availability.

The actual evaluation of the behavior of the transition rates and of the value of the stress adjustment factors is mainly based on the statistical analysis of historical series of values, collected in already working systems [14]; however, in some simple cases, analytical and simulation modeling can prove useful to this purpose [20].

Moreover, the most general case of state-dependent transition rates claims for an all-from-all dependence. Such a situation would pose very hard computation problems, owing to the exponential nature of the related algorithms [7].

For these reasons, as a first approximation, the independence hypothesis is usually applied. In this paper, we shall use state-dependent rates for the data items, while we shall keep the independence hypothesis for the other subsystems. Anyhow, for every subsystem we shall show some dependence issues, which are still an open research field, and the approximations which are to be made in order to consider these subsystems as if they were state/workload independent.

In Table I all the symbols used in the paper are listed.

### Table I: Symbol Definition

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>( D )</td>
<td>data items on node ( N )</td>
</tr>
<tr>
<td>( d_i )</td>
<td>data item (( i ): number of data items)</td>
</tr>
<tr>
<td>( q_{ij} )</td>
<td>virtual link from node ( i ) to node ( j ) (( L ): number of links)</td>
</tr>
<tr>
<td>( N )</td>
<td>node (( N ): number of nodes)</td>
</tr>
<tr>
<td>( R )</td>
<td>read-set of ( T )</td>
</tr>
<tr>
<td>( q_i )</td>
<td>semaphore (( S ): number of semaphores)</td>
</tr>
<tr>
<td>( T )</td>
<td>set of transactions on DTS</td>
</tr>
<tr>
<td>( T )</td>
<td>transaction</td>
</tr>
<tr>
<td>( WS )</td>
<td>write-set of ( T )</td>
</tr>
<tr>
<td>( A_r )</td>
<td>availability with respect to ( T )</td>
</tr>
<tr>
<td>( p_i )</td>
<td>probability vector</td>
</tr>
<tr>
<td>( Q )</td>
<td>state space of the DTS system</td>
</tr>
<tr>
<td>( q )</td>
<td>value in ( Q )</td>
</tr>
<tr>
<td>( r )</td>
<td>reliability with respect to ( T )</td>
</tr>
<tr>
<td>( t )</td>
<td>time</td>
</tr>
<tr>
<td>( u(t) )</td>
<td>state trajectory in ( Q )</td>
</tr>
<tr>
<td>( x_i )</td>
<td>state of element ( i )</td>
</tr>
<tr>
<td>( X_t )</td>
<td>DTS state at ( t )</td>
</tr>
<tr>
<td>( \gamma_{r} )</td>
<td>stress adjustment factor for element ( i ) due to the failure of element ( r )</td>
</tr>
<tr>
<td>( \Delta t )</td>
<td>time interval</td>
</tr>
<tr>
<td>( \lambda_i )</td>
<td>failure rate of element ( i )</td>
</tr>
<tr>
<td>( \mu_i )</td>
<td>repair rate of element ( i )</td>
</tr>
<tr>
<td>( \tau )</td>
<td>mission period</td>
</tr>
</tbody>
</table>

Therefore, we assume that the data item is available if the related \( I/O \) device is functioning and the stored data are in a consistent state.

Actual hardware and software transition rates for individual data items can be obtained by statistical analysis of historical series collected in working installations. Analytical models can prove useful also; in [30] the checkpoint-rollback-recovery mechanism to provide a fault-tolerant operation of transaction systems, by assuring the integrity of the database, is modeled as a continuous-time Markov chain. However, we are going to show that a kind of dependence (state dependence) exists among the transition rates of the data items \( d_i \). The kind of dependence is different for duplicated, fragmented, or simple relations.

**Duplicated Relations or Fragments:** In the case of a duplicated relation (or fragment), all the operations on a failed copy are transferred to a copy of the relation (or of the fragment) which is still available. This means that the failure rate of each still available copy is increased, both owing to the heavier load on the disk unit and the enhanced danger to data integrity; that is, the stress adjustment factor is greater than one. The actual value of the stress factor can be evaluated on the basis of the manufacturer's reliability data, supposing that the predominant failure mechanism is due to the mechanical stress to the arm, connected to the access frequency. In this case the chain \( \lambda \)-dependence assumption can be considered fairly valid: if more than one copy fails, and the load is evenly distributed, the \( \lambda_i \)'s of the other copies are proportionally increased. A similar situation, but with a different workload-
dependent failure mechanism, is described in [20] for highly available redundant real-time distributed databases.

*Fragments:* For ease of description, we consider only one level partitioning for a relation; that is, if a relation is partitioned, it can be partitioned only in one way, either horizontally or vertically. Fragments of a partitioned relation exhibit a state-dependent behavior if a transaction exists requiring the relation as a whole. Fragments obtained from a relation via horizontal or vertical partitioning are dealt with in the same way. We suppose that a control mechanism (transaction analysis) exists that prevents the execution of transactions involving a whole relation if one of its parts is unavailable. From these considerations it comes that the failure of a fragment of a relation involves the abortion of the global transaction requiring it, and therefore a lower number of accesses are done on the working fragments, which are still alive for local transactions. Then the probability of a failure changes for each part of the relation if one or more than one of its parts fails. In this case the values \( \gamma_{\alpha} \) are less than one.

*Single Relations:* Two relations are considered dependent on each other if at least a transaction exists which requires both relations for its execution. The failure of one of the two relations involves that transaction execution cannot take place, provided the same control mechanism exists as described for fragments. It comes that the probability of failure of a relation is lowered if other relations are not available, that is, the stress factor is less than one, since fewer transactions are done on it.

**Concurrency Control Policies:** Availability and transition rates of a tangible component (hardware or software) are easily understandable concepts, but it is harder to model the same quantities for the algorithms controlling the DTS, while they greatly influence the availability properties of the whole system.

In this paper we take into account concurrency control for database access, modeling a two-phase locking protocol in DTS [9], [31].

In our model locks are done at data item level; data items are locked to prevent inconsistency in update operations. Semaphores take into consideration that a data item can be unavailable due to the fact that it has been locked by another transaction. The probability of a semaphore to become red (the corresponding data item is locked) or green (the corresponding data item is accessible) depends on the adopted locking policy. Effects of granularity of locked elements and of locking policies on the performances of locking algorithms have been examined in [9].

The computation of the transition rates depends also on transaction frequency and frequencies of access to the different data items. We suppose that if a transaction cannot lock all the data items it needs, it finds the system is in an unavailable state and it is not queued.

From the above considerations failure rates for semaphores can be computed analytically or by simulation [10]. The repair rate \( \mu_{\hat{r}} \) depends on the mean time of execution of a transaction, considering that all locks are not released until transaction termination. In the case of uniform access to the various data items in the database, semaphore transition rates are independent from the state of other semaphores [11]. These rates, however, depend in a complex way from the state of other DTS elements; for instance, the duration of the blocked state for a data item depends on the state of the disk unit. However, semaphore transition rates are considered in our model independent from the state of other DTS elements on the basis of two considerations: first, semaphores working in a perfectly functioning system have the highest possible failure rates, so the consideration of these rates refers to a worst case analysis; second, quantification of state-dependent rates is possible today only through simulation of each particular case and, with this method, state dependency is implied in the mean values resulting from the simulation experiments.

**Host Nodes:** As shown in Section I, the DTS runs on \( N \) host nodes \( N_f \) which can perform two types of functions in transaction execution. A node can be an execution node or an allocation node. In both cases the node has to be working in order to perform its function in transaction execution.

Node failures can be due either to internal failures, such as hardware or system software errors, or to external failures, due to the external environment.

Each host node component has its failure and repair rate. However, in our model it is important to know the failure and repair rates of the node on the whole. These values can be obtained from computer producers, from statistical data, from simulation or using one of the analytical models available in the literature [12], [13].

Some works [14] and [15] have outlined a dependence of transition rates values of the CPU from system workload. This workload depends in DTS on the strategy chosen in the execution of single transactions. However, the workload generated in a general purpose multiprogrammed host node by a single transaction is a small fraction of the total workload on the node. The factors that can influence the workload of a host node are contrasting. Host nodes can be both execution and allocation nodes for many transactions. If a node is used as an execution node the stress factor \( \gamma \) for all the possible alternative execution nodes is greater than one. If a node is used as an allocation node, the stress factor \( \gamma \) is greater than one for nodes containing copies of a failed data item and smaller than one for nodes containing nonreplicated fragments or relations.

These considerations suggest to consider, as failure rates, the failure rates of the nodes at a high workload, and to consider, as a consequence, all nodes independent from each other, using a worst case policy in DTS availability evaluation.

**Communication Paths:** Let us call virtual links \( \hat{L} \) between two host nodes \( i \) and \( j \), the possibility of communication between the two nodes, the communication being possible through whatever physical path between them. The availability of the virtual link implies that at least one of the physical communication paths is available (i.e., it is constituted by functioning elements). Each physical link has a failure and a repair rate, and the topology of the network conditions the dependence of the transition rates of virtual links on the transition rates of physical links constituting it.

In the DTS model we are interested only in transition rates of virtual links, which for a system with \( N \) nodes system \( N^* (N - 1)/2 \) (the network is logically a complete graph).

Methods for the computation of probabilities of interrruptions of a virtual link between two given nodes in a communication network are found in the literature [16]–[18].

The main problem in this field concerns the consideration of state dependence between failure rates of physical links [19].

Virtual links failure rates could be considered state-dependent due to the fact that failures of nodes in the DTS can cause different executions of the transactions, increasing the workload of some of the virtual links; however, the influence of workload on transition failures for virtual links is less important than other factors that can cause physical link dependence and nevertheless are not considered in the above-mentioned network reliability models. Therefore, in the following we will assume the virtual links failure rates independent from each other.

The repair rate \( \mu \) of a virtual link is obtained in a similar way from the mean time to repair, assuming that multiple failures are repaired contemporarily and independently.

Therefore, the DTS elements are as follows:

- \( N \) state-independent host nodes \( N_f \)
- \( L \) state-independent host node-to-host node virtual links \( L_f \)
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B. Availability Model Assumptions

DTS as described are gracefully degradable systems. Failures can be either hardware failures, such as the absence of a virtual link between two nodes or a broken disk, and software failures, such as inconsistency of data, time-outs (possibly caused by overloads of nodes [20]), and so on. In this paper the mechanism to account for both hardware and software failures is the same: each element \( i \) of the system can either be available (working state: \( x_i = 1 \)) or not available (failed state: \( x_i = 0 \)). Failure of an element \( i \) is the transition from \( x_i = 1 \) to \( x_i = 0 \). Repair of an element is the transition from \( x_i = 0 \) to \( x_i = 1 \).

Each element \( i \) of the DTS system has a failure rate \( \lambda_i \) and a repair rate \( \mu_i \).

\[ \lambda_i \Delta t \quad \text{and} \quad \mu_i \Delta t \quad \text{are, respectively, the probability of a failure and a repair in the time interval} \Delta t \text{for element} \, i, \text{these expressions hold for small} \Delta t. \]

We suppose to observe the system in a time interval \( \tau \), called the mission period. The mission period is continuous and it is determined by the particular application (i.e., one day, one month, etc.). The behavior of the DTS is formally viewed as a stochastic process. \( X_T \) is a random variable taking values in the state-space \( Q \) of the DTS. The state-space \( Q \) is discrete, since the state \( X_T \) of a DTS composed of \( n \) elements, with two possible states each, can assume \( 2^n \) different values \( q \). A value \( q \) can be represented by its equivalent representation in a binary code, where each bit represents the state of one element, elements being ordered in a predefined way; that is if \( x_i \) is the state of the \( i \)-th element, \( q \) can be obtained with the following relation:

\[ q = (2^n - 1) - \sum_{i=1}^{n} x_i \cdot 2^{n-i}. \]  

(2.3)

In our approach it is possible to see the system at different levels of detail. Each element \( i \) can be considered as an aggregate of elements of an increased detail. This is equivalent to decompose the state-space \( Q \) into a product of subspaces \( Q_i \):

\[ Q = Q_1 \times Q_2 \times \cdots \times Q_n \]  

(2.4)

where \( Q_j \) is the subspace of the \( j \)-th aggregate of elements.

The system behavior in \( \tau \) is described by its state trajectory \( u(t) \), which describes the succession of the states occupied by the system during its mission period.

The probability vector \( p(t) \) is composed of the \( 2^n \) elements \( p_x(t) \), denoting the probability of \( X_T = q \) as a function of \( t \) within the mission period \( \tau \). The state of the system depends on the failures and repairs of each of its elements. We assume that failure and repair rates are independent of time \( t \).

We suppose, moreover, that no more than one element can either fail or be repaired in the time interval \( \Delta t \), so that transitions between states of the DTS can be only due to the failure (or repair) of a single element. This consideration allows us to build a Markovian model of the DTS [21], [22].

Let us define the following.

**Availability of the DTS with respect to a transaction \( T \):**

\[ A_T (t) = \text{probability that the system performs} \, T \in \{ T \} \text{ successfully within the mission period, where maintenance (hardware and software) is performed on the DTS and transactions are executed concurrently.} \]

In the next section the method to compute \( A_T (t) \) is introduced.

III. THE METHOD

The aim of the proposed method is to provide a mean of numerically quantifying the fault-tolerance of a DTS. Its main characteristics are the following:

- hardware and software failures are dealt with in the same way
- it can be automated.

The method consists in the following three phases.

1) Dynamic phase: computation of \( p(t) \).

2) Static phase: computation of \( c_T \), which represents transaction \( T \) in the DTS structure. The elements \( c_T \) are set to zero, indicating that a failure critical to transaction \( T \) occurred in state \( X_T = q \) in the system. A critical failure for a given transaction occurred in state \( X_T \) of the DTS if the transaction cannot be executed in that DTS state.

3) Availability computation.

We assume that the system is always started in a completely functioning condition (\( X_0 = 0, p(0)' = [1000 \cdots 0] \)). This hypothesis corresponds to the real case of global maintenance done periodically (i.e., once a day, once a week) in most working systems. We suppose that after maintenance all the DTS elements are perfectly working, and the shared resources are free.

A. First Phase: Dynamic Phase

The goal of the dynamic phase is to express probabilistically the state of the system at time \( t \) through the probability vector \( p(t) \) [23], [28].

Let \( p_x(t) \) and \( p_y(t) \) be the probabilities for element \( i \) to be, respectively, in state \( x_i = 1 \) and \( x_i = 0 \) at time \( t \).

Starting from state \( x_i = 1 \) at \( t \), the probability that at \( (t + \Delta t) \) element \( i \) is in state \( 0 \) is equal to \( \lambda_i \Delta t \), and in state \( 1 \) equal to \( (1 - \lambda_i \Delta t) \), provided \( \Delta t \) is small enough to make higher order terms negligible. The sum of the two probabilities is 1. Starting from state \( x_i = 0 \) at \( t \), the probability that at \( (t + \Delta t) \) element \( i \) is in state \( 1 \) is equal to \( \mu_i \Delta t \), and in state \( 0 \) equal to \( (1 - \mu_i \Delta t) \). We can write the probability of being in state \( 1 \) or 0 at time \( (t + \Delta t) \) in the following way:

\[ p_{x}(t + \Delta t) = (1 - \lambda_i \Delta t) \cdot p_{x_{i}}(t) + \mu_i \Delta t \cdot p_{y_{i}}(t) \]

\[ p_{y}(t + \Delta t) = \lambda_i \Delta t \cdot p_{x_{i}}(t) + (1 - \mu_i \Delta t) \cdot p_{y_{i}}(t). \]

From these formulas we obtain, for \( \Delta t \to 0 \), and defining

\[ p_{x}(t) = \begin{bmatrix} p_{x_{i}}(t) \\ p_{y_{i}}(t) \end{bmatrix} \quad \text{and} \quad \Lambda(t) = \begin{bmatrix} -\lambda_i & \mu_i \\ \lambda_i & -\mu_i \end{bmatrix}. \]

\[ p_{x}(t) = \Lambda(t) \cdot p_{x}(0) \]  

(3.1)

\( \Lambda(t) \) is called the transition rate matrix of element \( i \).

**Formula (3.1) can be used to compute the probability vector \( p(t) \) of the whole DTS [24], [25].**

In fact, if we have a DTS transition rate matrix, \( \Lambda_n \), we can compute the probability of the DTS being in each of its states as follows:

\[ \tilde{p}(t) = \Lambda_n \cdot p(t) \]  

(3.2)

Note that the nondiagonal elements of matrix \( \Lambda_n \), \( \tilde{p}_{vw} \), indicate the probability \( \tilde{p}_{vw} \cdot \Delta t \) (for a small \( \Delta t \)) of the transition from state \( v \) to state \( w \). Columns \( \tilde{p} \) in the matrix represent present states, rows \( \tilde{p} \) next possible states. The diagonal elements are the negated sum of nondiagonal elements for each column, representing that from each state there is either a transition to another state or the permanence in that state. With a Markovian model of the DTS we assume that in a cer-

\[ \tilde{p}(t) \text{ denotes the transposition of a vector.} \]
tain state \( w \) only one of the DTS elements that are available can become unavailable in \( \Delta t \).

\( \Lambda_n \) can be obtained from the \( \Lambda^{(i)} \)'s of the single elements, as we are going to show in the following section.

Once \( \Lambda_n \) has been obtained, the system of differential equations (3.2) can be automatically solved by a computer. The solution of system (3.2) is the probability vector \( p(t) \).

1) **DTS Transition Rate Matrix** \( \Lambda_n \): In Section II we considered the transition rates for each virtual link, each semaphore, and each host node independent from the state of any other DTS element (state independence), while we consider that data items can depend on the state of some other data items, according to the transaction set \( \{ T \} \) . Therefore, the computation of the transition rate matrix \( \Lambda_n \) is subdivided into two steps: one calculates the total transition rate matrix \( \Lambda_{\text{ind}} \) for state-independent elements, such as virtual links, semaphores, and host nodes; the other calculates the total transition rate matrix \( \Lambda_{\text{dep}} \) for state-dependent elements such as data items.

**Computation of \( \Lambda_{\text{ind}} \):** In general, if two DTS elements are independent, the transition rate matrix \( \Lambda_A \) for the part of the DTS constituted of these two elements can be computed as follows, using Kronecker algebra [25], [26].

For two DTS elements, 1 and 2,

\[
\Lambda_2 = \Lambda_1 \otimes \Lambda_2.
\]

Element \( j \) is added to the system formed by \( (j - 1) \) elements \( \Lambda_2 = \Lambda_1 \otimes \Lambda_2 \) by means of the Kronecker sum

\[
\Lambda_j = \Lambda_{j-1} \otimes \Lambda^{(i)}
\]

where \( \Lambda_j \) is the transition rate matrix of a DTS with \( j \) elements, and \( \Lambda^{(i)} \) is the transition rate matrix for element \( j \).

The number of possible system states is doubled and the possible transitions between states due to the failure of last introduced element \( j \) are indicated putting in the matrix \( \Lambda_j (2^i \times 2^j) \) the element transition rates \( \lambda_j \) and \( \mu_j \) in the proper rows and columns.

In general, if there are \( k \) independent DTS elements, the transition rate of the DTS can be obtained via the formula

\[
\Lambda_{\text{ind}} = \Sigma_{i=1,k} \Lambda^{(i)}.
\]

**Computation of \( \Lambda_{\text{dep}} \):** Let us decompose each transition rate matrix \( \Lambda^{(i)} \) for element \( j \) in the following way:

\[
\Lambda^{(i)} = L^{(i)} + M^{(i)}
\]

where

\[
L^{(i)} = \begin{bmatrix}
-\lambda_i & 0 \\
\lambda_i & 0
\end{bmatrix}
\]

\[
M^{(i)} = \begin{bmatrix}
0 & -\mu_i \\
0 & \mu_i
\end{bmatrix}
\]

The DTS transition rate matrix for \( k \)-dependent elements, \( \Lambda_k \) is the sum of a failure part \( L_k \), and a maintenance part \( M_k \).

\[
\Lambda_{\text{dep}} = \Lambda_k = L_k + M_k.
\]

The failure part \( L_k \) considers the state dependence of failures, while \( M_k \) considers the maintenance, as performed independently from the data item states.

Let

\[
G_{ri} = \begin{bmatrix}
1 & 0 \\
0 & \gamma_{ri}
\end{bmatrix}
\]

be the **stress adjustment matrix** of data item \( i \) due to the failure of the data item \( r \). \( L_k \) is obtained as follows:

\[
L_k = \Sigma_{i=1,k} \{(\Pi_{r=1,i-1} \otimes G_{ri}) \otimes L^{(i)} \otimes (\Pi_{r=i+1,k} \otimes G_{ri})\}.
\]

The proof is straightforward and can be found in [32].

\[
M_k = \Sigma_{i=1,k} \otimes M^{(i)}.
\]

**Computation of \( \Lambda_n \):** \( \Lambda_n \) is computed from \( \Lambda_{\text{ind}} \) and \( \Lambda_{\text{dep}} \) using the formula for the state-independent case

\[
\Lambda_n = \Lambda_{\text{ind}} \otimes \Lambda_{\text{dep}}.
\]

### B. Second Phase: Static Phase

The static phase consists of the construction of a model of the transaction in the DTS; this model is constituted by the structure graph and the structure vector [28].

1) **Structure Graph for a Transaction:** In order to compute availability, we need to know, besides the probabilistic state of the DTS, which elements of the DTS are relevant to the execution of the considered transaction \( T \).

For ease of exposition, but without a loss of generality, we shall consider henceforth that the set of execution nodes coincides with the necessary allocation nodes.

The condition which must be met for a successful completion of the read access of \( T \) is that each relation contained in \( RST \) must be available. Relations can be partitioned or duplicated; availability of a duplicated relation means that at least one copy must be available and availability of a partitioned relation means that all the fragments of the partitioned relation must be available. The completion of a write access, on the contrary, requires the availability of a number of copies of duplicated relations which depends on the resiliency degree.

Each transaction starts from a node \( N_1 \). We suppose that all the data items must be reachable from node \( N_1 \) at the nodes where they are stored. We do not consider optimization in accessing distributed relations, since this is not in the aim of the paper.

These conditions can be visualized on a directed acyclic graph, \( G = \{ V, E \} \), called the structure graph.

The elements of \( G \) are as follows:

- one vertex, called source \( S \), without incoming edges, which represents the origin of the transaction
- one vertex, called drain \( D \), without outgoing edges, which represents the committing of the transaction
- edges \( E \), which represent the DTS elements that are relevant to transaction \( T \)
- vertices \( V \), connecting the edges from \( S \) to \( D \)

Edges are connected in series if the elements they represent are all necessary for performing the transaction.

Each read-set is formed by the serial connection of the graph parts relative to each relation.

Graph \( G \) is formed by the serial connection of the graph parts relative to the edge corresponding to the starting node, the subgraph relevant to the read-set and the subgraph relevant to the write-set, if the write-set is not empty.

\( K \)-resiliency is represented in the structure graph with \( \binom{k}{r} \) parallel groups of \( k \) serial edges. The simplest and most usual case is the one in which at least one copy must be updated before the transaction commitment (1-resiliency), with \( m \) strategies (\( m \) parallel edges).

Transaction \( T \) can be executed if there is at least one path from the source to the drain where every element is in a working state. The path is not representative, however, of the real order of access to the different DTS database relations and the relative DTS elements. This order depends on the chosen execution strategy, and it is not a matter of availability of the system. All we need is that the structure graph be at least 1-connected.

2) **The Structure Vector:** The structure graph can be associated with a Boolean expression, the Structure Graph Logical Expression SGLE, that indicates whether in DTS state \( X_T \) the transaction can be executed or not.

The steps to obtain the SGLE are the following.

- To each edge the state \( x_i \) of the corresponding element is associated.
- Serial elements are connected with an \( \text{AND} \) operator.
- Elements in parallel are connected with an \( \text{OR} \) operator.

A group of two or more elements connected in parallel is closed in brackets.
It is possible to simplify the SGLE by applying the fundamental theorems of Boolean algebra. This expression is computed for every possible state of the DTS system. If the SGLE, computed for a DTS state \( X_i = q \), takes value 0, a failure critical to that transaction has occurred in that state.

The structure vector \( c_T \) is obtained as follows: the value computed with the SGLE for state \( X_i = q \) is assigned to element \( c_T \). Elements \( c_q \) set to 1 in the structure vector thus represent the states in which it is possible to execute transaction \( T \).

**Given:**
- the logical and physical distributions of the relations on the different nodes,
- the starting node of the transaction, \( RST \),
- \( WST \),
- the resiliency parameter \( k \),

the SGLE can be derived automatically [7], [27] (Appendix I).

### C. Third Phase: Availability Computation

DTS availability is computed using the probability vector \( p(t) \) and the structure vector \( c_T \).

\[
A_T(t) = c_T \cdot p(t).
\]  

(3.11)

Some numerical examples have been presented, showing the practical use of this method in the case of a distributed database system with duplicated files and state independence among the transition rates [7], and of a fragmented database with state dependence among the transition rates of the fragments belonging to the same file [6]. We show some of these results in Appendix II.

### IV. Summary and Conclusions

In this paper we present a method to obtain the quantitative evaluation of the availability of a distributed transaction system (DTS).

We introduce some models for the DTS subsystems. The level for the DTS description, which is used, aims at showing how the proposed model works. The actual application of the method to evaluate the availability of a real DTS requires for the application of a "divide and conquer" philosophy. In fact, a bottom-up usage of it allows to evaluate availability for smaller subassemblies of the system and to use these results in the evaluation of larger parts.

Some issues are left open in this work, namely, the evaluation of transition rates in the case of nondirect state dependence, and the impact of the workload and availability on the performance indexes of the system. These problems will be the object of further research in such a way as to allow the application of the proposed model also in wider environments.

### APPENDIX I

**Basic Algorithm for Building the Structure Vector**

for each \( q \in Q \)
begin Structure Graph Logical Expression SGLE
begin andchain
\( N_q \) := starting node
\{ form an AND chain for each data item \}
for each data item \( d_i \) do
chain[1] := \( x_{d_i} \) .AND. \( x_{N_k} \) .AND. \( x_{N_k} \)
if \( d_i \in D^k \) and \( N_k \neq N_q \) then
chain[1] := chain[1] .AND. \( x_{N_k} \)
end andchain
Example 1—Availability Computation: Fig. 2 shows the availability computed for a distributed database with four nodes, with three files, two of which are duplicated, where transition rates are state-independent.

The following parameters are used: for nodes (files): \( \lambda = 1 \times 10^{-3} \) \( \mu = 2.78 \times 10^{-2} \) for links: \( \lambda = 0.33 \times 10^{-3} \) \( \mu = 1.6 \times 10^{-1} \).

Example 2—Reliability Computation: Fig. 3 shows the reliability (DTS without maintenance) computed for a distributed database with three relations, partitioned in five files, three of

\[
\text{SGLE} = \text{SGLE AND } xN_x
\]

end SGLE

APPENDIX II

NUMERICAL EXAMPLES

\[
\text{SGLE} := \text{SGLE AND } \text{chain[j1]} \text{ OR } \text{chain[j2]} \text{ OR } \cdots \text{ OR } \\
\text{chain[jm]} 
\]

end duprel

BEGIN partrel

\{ add an AND chain for each partitioned relation \}

\begin{align*}
\text{SGLE} & := \text{TRUE} \\
\text{for each relation partitioned in } n \text{ parts do} \\
\text{for } i = 1, n \text{ do} \\
\text{SGLE} & := \text{SGLE AND chain[ji]} \\
\end{align*}

end partrel

BEGIN duprel

\{ form an OR chain for each replicated relation \}

\begin{align*}
\text{for each relation replicated } m \text{ times do} \\
\text{if } k = 1 \text{ then } \\
\text{SGLE} & := \text{SGLE AND } \text{chain[j1]} \text{ OR chain[j2]} \text{ OR } \cdots \text{ OR } \\
\text{OR chain[jm]} \\
\text{else } \text{with } k = K \text{ form a chain of } \binom{m}{k} \text{ chains of } K \text{ elements} \\
\text{SGLE} & := \text{SGLE AND } \text{chain[j1]} \text{ AND } \cdots \text{ AND } \text{chain[jK]} \text{ OR } \\
\text{OR } \text{chain[j]} \text{ AND } \cdots \text{ AND } \text{chain[jm]} \\
\end{align*}

end duprel

\text{SGLE} := \text{SGLE AND } xN_x

end SGLE
which are duplicated, when transition rates are state-dependent. The following parameters are used:

for files:
\[
\lambda = 1 \times 10^{-3} \quad \mu = 0
\]
\[
\gamma_{12} = \gamma_{21} = \gamma_{34} = \gamma_{43} = \gamma_{67} = \gamma_{76} = 2
\]
\[
\gamma_{53} = \gamma_{54} = \gamma_{86} = \gamma_{87} = 0.5
\]

In both examples all elements are used in the transaction. The parameters \( \lambda \) and \( \mu \) are constants for elements of the same type.
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