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Abstract—In the last decade, the increased possibility to produce, edit and disseminate multimedia contents has not been adequately balanced by similar advances in protecting these contents from unauthorized diffusion of forged copies. When the goal is to detect whether or not a digital content has been tampered with in order to alter its semantics, the use of multimedia hashes turns out to be an effective solution to offer proof of legitimacy and to possibly identify the introduced tampering. We propose an image hashing algorithm based on compressive sensing principles, which solves both the authentication and the tampering identification problems. The original content producer generates a hash using a small bit budget by quantizing a limited number of random projections of the authentic image. The content user receives the (possibly altered) image, and uses the hash to estimate the mean square error distortion between the original and the received image. In addition, if the introduced tampering is sparse in some orthonormal basis or redundant dictionary, an approximation is given in the pixel domain. We emphasize that the hash is universal, e.g. the same hash signature can be used to detect and identify different types of tampering. At the cost of additional complexity at the decoder, the proposed algorithm is robust to moderate content-preserving transformations including cropping, scaling and rotation. In addition, in order to keep the size of the hash small, hash encoding/decoding takes advantage of distributed source codes.
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EDICS: COM-MMC, COM-DSSC, COM-WSE

I. INTRODUCTION

With the overwhelming diffusion of multimedia contents in every-day life, protecting the authenticity and the integrity of these contents from undesired manipulations has become an increasingly important research theme. Examples of potential applications may be found in video-surveillance, where it is necessary to have guarantees that the captured snapshots are genuine and have not been tampered with in any way, or in the case of digital contents transmitted over peer-to-peer (P2P) networks, where automatic mechanisms to assess the legitimacy of a copy are desirable. The risks for security are further exacerbated by the improved possibilities of tampering with media contents such as photos, an ability that would have traditionally required many hours of cumbersome work in a darkroom and that has become now a simple practice using a computer and some commercial software tools.

In the case of images, different versions of the same file might differ from the original because of processing such as transcoding or bitstream truncation. Other legitimate content-preserving alterations of the original picture are also possible, when the image is enhanced by means of photo editing tools. These modifications include, for instance, moderate geometrical transformations or slight brightness adjustments. In other cases, however, one could tamper with part of the image and possibly affect its semantic content in order to illegally abuse it, e.g. to manipulate public opinion or to influence the verdict of the jury in a criminal trial. Given these premises, it is not surprising that a great deal of attention has been turned to methods able to offer proof of authenticity of an image and, in the case of detected tampering, to identify which kind of attack has been carried out. The reasons why it is generally preferred to identify how the content has been tampered with are twofold: on one hand, given an estimate of where the content was manipulated one can establish whether or not the image file is still meaningful for the final user; on the other hand, in some circumstances it may be possible to recover the original semantics of the image content.

In this paper we propose a hashing technique based on compressive sensing principles, which is secure against malicious forgeries and robust w.r.t. legitimate content-preserving manipulations such as moderate rotations or cropping. The key tenet of the described technique is that, if the tampering is sparse enough (or it can be sparsified in some orthonormal basis or redundant dictionary), it can be localized by solving a convex optimization problem with constraints imposed by the transmitted hash. As pointed out later in this section, this approach enhances the current state of the art in tampering detection and localization by enabling a higher flexibility in the forgery reconstruction phase (which can be arbitrarily empowered at the decoder without requiring any change in the hash structure). Furthermore, this task is achieved with a small amount of overhead bits for the hash transmission, which makes the system particularly attractive for applications like Digital Rights Management (DRM) over the Internet.

For the sake of clarity, we anticipate here a few examples of the output produced by the proposed algorithm. Figure 1 shows two different versions of the same image (depicted in part (a) of the picture): in Figure 1(b), the image has been re-encoded using JPEG, whereas Figure 1(c) shows an example of a malicious attack. In both cases, the Peak Signal-to-Noise ratio (PSNR) with respect to the original is equal to 31.5dB. The information contained in the hash enables to: 1) estimate the distortion between the image and its original version; 2) identify the tampering in the pixel domain. Figure 1(d) shows the output of the proposed algorithm when the bit budget spent for the hash is as small as 0.005 bpp. This amounts to approximately 330 bytes for the 1024 × 512 image in Figure 5. Another example is illustrated in Figure 2. The difference between the original and the tampered image is...
shown in Figure 2(c). In this case, the tampering is not sparse in the pixel domain, but it is piecewise smooth. Hence, it can be represented by a sparse set of coefficients in the wavelet domain. Figure 2(d) depicts the tampering estimated by the proposed algorithm, where the hash bit budget has been set equal to 0.009 bpp. We emphasize the universality of our hash signature: the content owner produces a hash signature which only depends on the original image, without making any specific assumption about the actual tampering that may occur.

In the literature, two main approaches have been used to solve the problem of tampering identification. One class of techniques, which we refer to as “blind” approaches, quantify statistical correlations that result from specific forms of digital tampering, without requiring any type of additional signatures or side information beyond the analyzed content. These techniques have been popularized by Farid et al. in their works for detecting digital forgeries in scientific images [1] or photographic composites of people [2], as well as for exposing digital tampering through specular highlights on the eyes [3] or chromatic aberrations [4]. Although these methods have the unquestionable advantage of being able to be used also for images whose original copy is difficult to obtain or has been definitively lost, in practice they have the inconvenient drawback of requiring specific modeling for each kind of possible attack. Moreover, blind techniques are strongly suboptimal when the original image is available from the content producer. In this case, it is often more feasible to use some compact representation of the original content, in the form of a signature or watermark, to compare the presumably corrupted images with the original. Finally, blind approaches are based on general statistics of tampered images, but there is no guarantee that a well-faked image will not be judged as authentic.

A second set of methodologies for tampering detection postulates the availability of a concise representation of the original content’s salient features. These techniques can be further divided into watermarking and hash-based schemes. Digital watermarking techniques embed information directly into the media data to ensure both data integrity and authentication. Content-fragile watermarks are generally used for checking the integrity of an image file: a mark designed to be robust w.r.t. legitimate, perceptually-irrelevant modifications (e.g. compression), and at the same time to be fragile w.r.t. perceptually and semantic significant alterations is inserted into the original host image. When a new copy of the media content is examined, possible tampering can be detected and localized by identifying the damage to the extracted watermark. Examples of this approach for the case of image content types are given in [5] and [6]. The authors of [7] propose an image authentication scheme that is able to localize tampering, by embedding a watermark in the wavelet coefficients of an image. If a tampering occurs, the system provides information on specific frequencies and space regions of the image that have been modified. The image watermarking system devised in [8] inserts a fragile watermark in the least significant bits of the image on a block-based fashion; when a portion of the image is tampered with, only the watermark in the corresponding blocks is destroyed, and the manipulation can be localized. Celik et. al. [9] extend this method by inserting a watermark in a hierarchical way, to improve robustness against vector quantization attacks. In [10], image protection and tampering localization is achieved by inserting two complementary watermarks in the original image, through a technique known as “cocktail watermarking”.

In spite of their widespread diffusion as an image protection tool, watermarking schemes suffer from a series of disadvantages: they are not backward compatible with previously encoded contents (unmarked contents cannot be authenticated later); the original content is distorted by the watermark; the bit-rate required to compress a multimedia content might increase due to the embedded watermark. An alternative to image watermarking is the use of multimedia hashes, where a signature of the original content is embedded as part of the header information, or can be provided separately from the content upon a user’s request. Examples of the use of content-hashing for media authentication or retrieval are given in [11][12][13][14]. In a general content-hashing scheme, the produced signature consists of a compact representation of some image features – selected to be robust to geometric distortions, filtering operations and various content-preserving...
manipulations – so that legitimate copies can be authenticated using some distance/similarity measure directly on the hash. At the same time, using such features alone makes the system susceptible to forgery attacks, which may be carried out by an attacker that creates a new image with different visual content but with the same feature values. Thus, security mechanisms [15] must be combined into the feature extraction stage, e.g. by introducing some pseudorandom key in the hashing system. In [11], the feature extraction consists of a random tiling of the discrete wavelet transform subbands of the image. The means (or variances) of the pixel values in each random rectangle are used to form the feature vector, which is randomly quantized and compressed to generate a hash. The authors of [12] compute a singular value decomposition from random blocks in the image, and use the obtained intermediate features to produce a robust and secure image hash. Swaminathan et al. [15] exploit the rotation invariance of the Fourier-Mellin transform together with controlled randomization during image feature extraction. Using this method, it is possible to produce a secure hash signature which is robust to affine transformations, while keeping the hash size as small as 400 bits for a $512 \times 512$ image. The output of the feature extraction stage is usually quantized and converted to binary representation to reduce the bit-length of the hash, e.g. by means of a uniform or Lloyd-Max quantizer. In [11], a key-dependent randomized quantizer is proposed for hash quantization [11]. More recently, the use of Distributed Source Codes for hash encoding, pioneered by Johnson and Ramchandran [16], has been used for image hashing by Lin et al. [17]. In their work, the hash consists of syndrome bits produced by LDPC (Low Density Parity-Check Codes) encoding applied to quantized random projections of the original image. To perform authentication, a Slepian-Wolf decoder receives in input the hash and the (possibly tampered) image, which serves as side information. During a training phase, the maximum rate required to successfully decode the image is declared authentic. The bit-length of the hash for a $512 \times 512$ image with this system is about 100 bytes. This manipulation of compressive sensing principles, we are able to identify a represented by a sparse set of coefficients in some orthonormal basis or redundant dictionary. Second, we build on the recent results in the field of compressive estimation and detection [19][20] to perform image registration before tampering identification, in order to be robust to geometric transformations. Third, we analyze the problem of rate allocation, in such a way that the bit-rate spent for the hash can be determined at the encoder based on the maximum expected energy of the tampering. Thus, no training stage is required to determine the hash bit-rate.

The rest of this paper is organized as follows. Section II provides a very short summary (with references) of the background necessary to comprehend the basic building blocks of the system. Section III gives a general description of the proposed tampering identification scheme. In Section IV we give some guidelines about how to set the parameters of the system, by outlining a tampering model and using it for parameter tuning. Section V discusses the problem of rate allocation in the hypothesis that the system can protect up to some maximum tampering energy. Section VI explains how the system can be made robust to moderate content-preserving transformations. In Section VII, we discuss the experimental results obtained by applying the proposed algorithm on some example image manipulations, including logo insertion, brightness adjustment and cropping. Finally, Section VIII gives some concluding remarks.

II. BACKGROUND

Before illustrating in detail the tampering identification system in Section III, in this section we provide a brief summary of two topics that play a central role in the proposed system. In Section II-A we discuss Wyner-Ziv coding, which enables to reduce the bit budget required to represent the hash signature. In Section II-B we illustrate the foundations of compressive sensing, a recent paradigm that is employed in our scheme in order to identify the tampering from a limited number of random projections, provided that it has a sparse representation in some orthonormal basis.

A. Wyner-Ziv coding

Consider the problem of communicating a continuous random variable $X$. Let $Y$ denote another continuous random variable correlated to $X$. In a distributed source coding setting, the problem is to decode $X$ to its quantized reconstruction given a constraint on the distortion measure $d = E[d(X, \hat{X})]$ when the side information $Y$ is available only at the encoder. Let us denote by $R_{X|Y}(D)$ the rate-distortion function for the case when $Y$ is also available at the decoder, and by $R_{X|Y}(D)$ the case when only the decoder has access to $Y$. The Wyner-Ziv theorem [21] states that, in general, $R_{X|Y}(D) \geq R_{X|Y}(D)$, i.e. the rate needed to encode the source $X$, when the side information $Y$ is known only at the decoder, is greater or equal than the rate needed when $X$ and $Y$ are jointly encoded, i.e. when also the encoder has access to $Y$. However $R_{X|Y}(D) = R_{X|Y}(D)$ when $X$ and $Y$ are jointly Gaussian memoryless sources and the distortion measure used is the Mean Square Error (MSE).
Recently, the Wyner-Ziv theorem has been applied in the area of video coding under the name of Distributed Video Coding (DVC). Most of the DVC schemes in the literature follow the approach described in [22] targeting low encoding complexity. The source \( X \) (pixel values or DCT coefficients of a frame) is quantized with \( 2^J \) levels, and the \( J \) biplanes are independently encoded, computing parity bits by means of a turbo encoder. At the decoder, parity bits are used together with the side information \( Y \) (a motion-compensated predictor of the current frame) to “correct” \( Y \) into a quantized version of \( X \), \( \hat{X} \), performing turbo decoding, typically starting from the most significant biplanes. To this end, the decoder needs to know the joint p.d.f. (probability density function) \( p_{XY}(X,Y) \). More recently, LDPC codes have been adopted instead of turbo codes [23][24].

B. Compressive sensing

Compressive sensing (CS) is a recent paradigm that enables the reconstruction of a discrete signal from a limited number of random projections, provided that the signal can be represented by a small number of non-zero coefficients in some basis expansion.

Let \( x \in \mathbb{R}^n \) denote the signal of interest and \( y \in \mathbb{R}^m \), \( m < n \), a number of linear random projections (measurements) obtained as \( y = Ax \). The measurement matrix \( A \) must be chosen in such a way that it satisfies a Restricted Isometry Property (RIP) of order \( k \) [25], which says that all subsets of \( k \) columns taken from \( A \) are in fact nearly orthogonal or, equivalently, that linear measurements taken with \( A \) approximately preserve the Euclidean length (up to a \( m/n \) scaling) of \( k \)-sparse signals. The entries of the measurement matrix \( A \in \mathbb{R}^{m \times n} \) can be random samples from a given statistical distribution, e.g. Gaussian or Bernoulli. At first, let us assume that \( x \) is \( k \)-sparse, i.e. there are exactly \( k \ll n \) nonzero components. The goal is to reconstruct \( x \) given the measurements \( y \) and the knowledge that \( x \) is sparse. This can be formulated as the following optimization problem:

\[
\begin{align*}
\text{minimize} & \quad \|x\|_0 \\
\text{subject to} & \quad y = Ax
\end{align*}
\] (1)

where the \( \ell_0 \) norm (represented as \( \| \cdot \|_0 \)) simply counts the number of nonzeros entries of \( x \) [26]. Unfortunately, an exact solution to this problem requires an exhaustive search over all the possible \( \binom{n}{k} \) \( k \)-sparse solutions, and is therefore computationally intractable. Nonetheless, the recent results of compressive sensing [26] have shown that, if \( x \) is sufficiently sparse, an approximation of it can be recovered by solving the following \( \ell_1 \) minimization problem:

\[
\begin{align*}
\text{minimize} & \quad \|x\|_1 \\
\text{subject to} & \quad y = Ax
\end{align*}
\] (2)

which can be immediately cast as a linear program. The solution of (2) is the same as (1) provided that the number of measurements satisfies \( m \geq C \cdot k \log_2(n/k) \), where \( C \) is some small positive constant. Moreover, if \( x \) is not exactly sparse, but it is at least compressible (i.e. its coefficients decay as a power law), then solving (2) guarantees that the quality of the recovered signal is as good as if one knew ahead of time the location of the \( k \) largest values of \( x \) and decided to measure those directly [25].

These results also hold when the signal is not sparse, but it has a sparse representation in some orthonormal basis. Let \( \Phi \in \mathbb{R}^{n \times n} \) denote an orthonormal matrix, whose columns are the basis vectors. Let us assume that we can write \( x = \Phi \alpha \), where \( \alpha \) is \( k \)-sparse. Given the measurements \( y = Ax \), the signal \( x \) can be reconstructed by solving the following problem:

\[
\begin{align*}
\text{minimize} & \quad \|\alpha\|_1 \\
\text{subject to} & \quad y = A\Phi \alpha
\end{align*}
\] (3)

For the case of noisy measurements, the signal model can be expressed as \( y = Ax + z \), where the noise amplitude is assumed to be bounded, i.e. \( \|z\|_2 \leq \epsilon \). This situation occurs when the measurements are quantized. An approximation of the signal \( x \) can be obtained by solving the following problem:

\[
\begin{align*}
\text{minimize} & \quad \|\alpha\|_1 \\
\text{subject to} & \quad \|y - A\Phi \alpha\| \leq \epsilon
\end{align*}
\] (4)

Problem (4) is a special instance of a second order cone program (SOCP) [27] and can be solved in \( O(n^3) \) computations. Nevertheless, several fast algorithms have been proposed in the literature that attempt to find a solution to (2). In this work, we adopt the SPGL1 algorithm [28], which is specifically designed for large scale sparse reconstruction problems.

III. PROPOSED HASH-BASED TAMPERING IDENTIFICATION SYSTEM

A. System overview

The proposed tampering identification scheme is depicted in Figure 3. The producer of the original content generates a small hash signature starting from the original image \( X \in \mathbb{R}^N \), where \( N \) denotes the total number of pixels. The content is distributed over a network consisting of possibly untrusted nodes and the received image \( \hat{X} \) might differ from the original. In order to reduce the size of the hash signature, we work with decimated images, denoted by the corresponding lowercase letters \( x \) and \( \hat{x} \). We model the tampering attack as an additive noise component followed by a geometric transformation. In formulae:

\[
\hat{x} = x + \Phi e \quad (5)
\]

\[
x = f(\bar{x}; \theta) \quad (6)
\]

In equation (5), \( e \) represents a sparse (or compressible) signal, while \( \Phi \) is an orthonormal matrix whose columns denote the basis vectors of an arbitrary basis. If \( \Phi = I \), i.e. the identity matrix, the model implies that the attack is localized in the pixel domain. In equation (6), \( f(\cdot) \) denotes an arbitrary geometric transformation characterized by the parameter vector \( \theta \in \mathbb{R}^K \). For example, in the case of shifts of an image, \( \theta \in \mathbb{R}^2 \) represents the coordinates of the displacement vector in the 2D plane.

Users who want to authenticate the received image \( \hat{X} \) use the hash to estimate the MSE distortion between the original
B. Hash generation

The original content producer generates the hash signature \( \mathcal{H}(X, S) \) as follows:

1) Image decimation: The original image \( X \) is partitioned into blocks of size \( B \times B \). The average of the luminance component of each block is computed and stored in a vector \( x \in \mathbb{R}^n \), where \( n \) denotes the number of blocks in the image, i.e. \( n = N/B^2 \).

2) Random projections: A number of linear random projections \( y \in \mathbb{R}^m, m < n, \) is produced as \( y = Ax \). The entries of the matrix \( A \in \mathbb{R}^{m \times n} \) are sampled from a Gaussian distribution \( \mathcal{N}(0, 1/n) \), generated using a random seed \( S \), which will be sent as part of the hash to the user. The random seed \( S \) works as a sort of secret key to guarantee computational security against malicious attacks which may exploit the knowledge of the nullspace of the projection matrix \( A \) to break the system. The choice of the number of random projections \( m \) depends on the expected sparsity (in some arbitrary orthonormal basis or redundant dictionary).

3) Wyner-Ziv encoding: The random projections \( y \) are quantized with a uniform scalar quantizer with step size \( \Delta \). In order to reduce the number of bits needed to represent the hash, we do not send directly the quantization indexes. Instead, we observe that the random projections computed from the tampered image will be available at the decoder side. Therefore, we can perform lossy encoding with side information at the decoder, where the source to be encoded is \( y \) and the “noisy” random projections \( \hat{y} = Ax \) play the role of the side information. With respect to the distributed source coding notation introduced in Section II-A, we have \( X = y \) and \( Y = \hat{y} \). At the end of this section we will show that \( y \) and \( \hat{y} \) are independent and identically distributed (i.i.d.) and jointly Gaussian, thus the hypotheses of the Wyner-Ziv theorem hold. Following the approach widely adopted in the literature on distributed video coding [22], we perform bitplane extraction on the quantization bin indexes followed by Slepian-Wolf coding. The number of encoded bitplanes \( J \) is determined by:

\[
J = \left\lceil \log_2 \frac{4\sigma_y^2}{\Delta} \right\rceil + 1, \tag{7}
\]

where \( \sigma_y \) is the square root of the sample variance of the \( y \) vector. This ensures that the dynamic range of the granular region of the quantizer is \([-\Delta 2^{J-1}, \Delta (2^{J-1} - 1)] \subseteq [-4\sigma_y, +4\sigma_y] \), and the probability of saturating the quantizer is less than \( 10^{-4} \). Hence, each bitplane is encoded by sending syndrome bits generated by means of a LDPC code. Here, we devise two modes of operation.

- If a feedback channel is available, syndrome bits are stored and progressively transmitted to the content user upon request, until the hash can be successfully decoded.
- Conversely, if rate allocation is performed at bitplane level directly at encoding time, the content producer imposes the maximum tolerated MSE distortion between the original and the tampered image. Rate allocation is further discussed in Section V.

C. Tampering identification

The content user receives the (possibly tampered) image \( \hat{X} \) and requests the syndrome bits \( \mathcal{H}(X, S) \) of the hash and the random seed \( S \) necessary to generate it to the authentication server. On each user’s request, a different seed \( S \) is used.
in order to avoid that a malicious attack could exploit the knowledge of the nullspace of \( \mathbf{A} \). Image authentication and tampering identification work as follows:

1) **Image decimation:** The received image \( \hat{\mathbf{x}} \) is decimated as in the encoder to produce the vector \( \hat{x} \in \mathbb{R}^n \).

2) **Image registration:** The received decimated image is warped by means of an inverse geometric transformation \( f^{-1}(\cdot) \) to match the original image. Let \( x_0 \) denote the warped image vector obtained with an arbitrary parameter vector \( \theta \):

\[
\hat{x}_0 = f^{-1}(\hat{x}, \theta)
\]  

(8)

The parameter vector \( \theta \) is unknown, but it can be estimated using a “smashed filter” approach [19], i.e. by comparing the received random projections with the ones computed from the warped decimated image \( \hat{x}_0 \):

\[
\hat{\theta} = \arg \min_{\theta} \| \hat{y} - \hat{y}_\theta \|_2
\]  

(9)

The estimate \( \hat{\theta} \) can be further refined by applying the inverse transformation \( f^{-1} \) to the full resolution tampered image, as discussed in Section VI.

3) **Random projections:** Fix a value of \( \theta \), and compute the random projections \( \hat{y}_\theta = \mathbf{A}x_\theta \). Matrix \( \mathbf{A} \) is known at the decoder side through the random key \( S \) transmitted with the hash.

4) **Wyner-Ziv decoding:** For a given value of \( \theta \), a quantized version \( \hat{y} \) of the random projections of the original image is obtained using the hash syndrome bits and \( \hat{y}_\theta \) as side information. Subsequently LDPC decoding is performed starting from the most significant bitplane.

- If a feedback channel is not available, decoding might fail when the actual distortion between original and the tampered image is higher than the maximum tolerated distortion determined by the original content producer.
- Conversely, if a feedback channel is available, decoding always succeeds. Unfortunately, this might require a large number of bits, since small geometric transformation might cause a large increase in MSE distortion between the original and the tampered image, thus requesting more syndrome bits. Therefore, in practice, it is advisable to impose an upper bound on the maximum number of hash bits, similarly to the no-feedback channel case discussed above.

The two steps are repeated for different values of \( \theta \) until the optimal value \( \hat{\theta} \) in (9) is attained. When Wyner-Ziv decoding fails for a given value of \( \theta \), set \( \| \hat{y} - \hat{y}_\theta \|_2 = +\infty \). When Wyner-Ziv decoding fails for all values of \( \theta \), the image is declared to be unauthentic and no tampering identification can be provided.

5) **Distortion estimation:** If Wyner-Ziv decoding succeeds for some value of \( \theta \), an estimate of the distortion in terms of the MSE between the original and the received warped image is computed from \( b_\theta = \hat{y} - \hat{y}_\theta \).

6) **Tampering estimation:** A sparse estimate \( \hat{e}_i \) of the tampering is obtained by solving the following optimization problem:

\[
\hat{e}_i = \arg \min \| e_i \|_1 \quad \text{s.t.} \quad \| b_\theta - \mathbf{A}\Phi_i e \|_2 \leq \epsilon
\]  

(10)

where \( \epsilon \) is chosen such that \( \| z_i \|_2 \leq \epsilon \). The determination of the proper value of \( \epsilon \) is described in Appendix I.

7) **Basis selection:** The reconstruction process represented in equation (10) is carried out for different test bases \( \Phi_i \), chosen from some given basis dictionary: a larger set of test bases makes more likely that some sparse reconstruction is found, assuming that the attack can be well sparsified in any of these bases. Two orders of problems may arise at this point:

1) the tampering is actually sparse, and may be represented by a sparse set of coefficients in more than one basis (this is the case, for instance, of piece-wise polynomial attacks that are sparse in different wavelet expansions); 2) the tampering is not sparse at all (e.g. quantization noise) or it is not sparse in any of the test bases. In the first situation, an ambiguity arises about which is the best tampering estimate. The solution in this case is straightforward: once the reconstruction has been carried out for different test bases, we simply choose the one in which the tampering is the sparsest, as suggested by CS theory (Section II-B). In practice, instead of selecting the reconstruction with the minimum \( \ell_0 \) metric, we search for the basis expansion \( \hat{e}^* \) that has the smallest \( \ell_1 \) norm, in order to be robust w.r.t. reconstruction noise due to quantization:

\[
\hat{e}^* = \arg \min \| \hat{e}_i \|_1
\]  

(11)

In alternative to \( \ell_1 \) norm, other metrics can be employed to take into account the different dynamic ranges of coefficients in different bases, as devised in [29].

The second problem is much tougher, and implies to understand whether the reconstruction \( \hat{e}^* \) is indeed correct. In fact, the tampering estimation represented by equation (10) always admits a sparse solution (with maximum sparsity of the reconstruction approximately equal to \( m \)), even when the actual tampering is not sparse, or the number of measurements is not sufficient. In principle, by looking at the recovered tampering \( \hat{e}^* \), one could infer whether or not the number of random projections \( m \) is compatible with the sparsity of the reconstruction, using the CS recovery assumption that \( m \geq C \cdot k \log(n/k) \). However, this approach suffers from two main drawbacks. First, it is hard to apply to compressible tampering, for which there are not still clear results that tie the rate of decay of the coefficients with the number of measurements required for reconstruction. Second, it is difficult to estimate the true sparsity of the tampering from its reconstruction: in fact, the \( \ell_0 \) norm of the recovered signal tends to be smaller than the one of the original signal, due to the quantization of the measurements. For these reasons, while our system is always able to provide an estimate \( \hat{e}^* \), the problem of automatically taking a decision about the credibility of the received image is subject of current investigations.

8) **Tampering reconstruction:** Once an estimate \( \hat{e}^* \) of the tampering has been obtained, the orthonormal transform is inverted, to produce \( \hat{t}^* = \Phi^* \hat{e}^* \), where \( \Phi^* \) corresponds to the basis giving the best \( \ell_1 \) norm. Then, the signal \( \hat{t}^* \) is arranged as a 2D array and interpolated at the original image resolution to get \( \hat{t}^* \).

The tampering identification algorithm presented in this section applies unaltered when the columns of the matrix \( \Phi_i \) represent the atoms of a redundant dictionary instead of
an orthonormal basis [30]. This could be useful when the tampering cannot be directly sparsified in a single orthonormal basis. As an example, consider the case of a logo added to a brightness adjusted image: while the logo is sparse in the pixel domain, brightness adjustments can be made sparse in the DCT or wavelet domain.

To complement the above description of the system, we first need to show that the conditions of the Wyner-Ziv theorem are satisfied (in order to justify the adoption of distributed source coding tools to encode the hash signature), and then to discuss how to estimate the MSE between the original and the tampered image from the random projections.

Before proceeding, we introduce a simplified tampering model that does not take into account geometric transformations, which are addressed in detail in Section VI. Therefore, we model the effect of tampering as

$$\hat{x} = x + \Phi e$$  \hspace{1cm} (12)

The random projections $y$ are encoded given that $\hat{y}$ is used as side information at the decoder using distributed source coding tools. The correlation noise is given by

$$b = \hat{y} - y = A(\hat{x} - x) = A\Phi e = At$$  \hspace{1cm} (13)

In Appendix II we show that, if we model the signal $x$ as a wide-sense stationary random process, the elements of the vectors $b$, $y$ and $\hat{y}$ are i.i.d. (independent and identically distributed) Gaussian. Moreover, $y$ and $\hat{y}$ are jointly Gaussian. Therefore, the hypotheses of the Wyner-Ziv theorem are satisfied. The Wyner-Ziv decoder needs to know the joint distribution of $y$ and $\hat{y}$, which in this case is completely determined by the variance of the correlation noise $\sigma^2_y$ and of the source $\sigma^2_x$. While the results proven by Wyner and Ziv are non-constructive and asymptotic in nature, here we adopt LDPC codes. Therefore, the actual rate-distortion curve attained in our practical implementation is given by:

$$R_{y|x}(D) = R_{y|x}^{WZ}(D) + \Delta R = \frac{1}{2} \log_2 \frac{\sigma^2_y}{(\sigma^2_y + \sigma^2_x)D} + \Delta R \approx \frac{1}{2} \log_2 \frac{\sigma^2_y}{D} + \Delta R$$  \hspace{1cm} (14)

where $R_{y|x}^{WZ}(D)$ denotes the rate-distortion function for jointly Gaussian sources when $D < \frac{\sigma^2_y}{(\sigma^2_y + \sigma^2_x)}$ [31], and $\sigma^2_y$ and $\sigma^2_x$ are, respectively, the variances of the correlation noise and of the encoder projections. The approximation comes from the assumption that $\sigma^2_y \ll \sigma^2_x$ [21]; the rate overhead $\Delta R$ with respect to the Wyner-Ziv bound in our experiments is approximately equal to 0.6 bit/sample when the feedback channel is adopted, and the length $m$ of the vector $y$ is in the $[100,1000]$ range.

When Wyner-Ziv decoding succeeds, the decoder reconstructs a quantized version $\hat{y}$ of the original random projections $y$. The approximate mean squared error $\text{MSE}(x, \hat{x})$ between the original and the tampered decimated image can be obtained by just the random projections, in virtue of the RIP (Section II-B):

$$\sigma^2_y = \frac{1}{m} \|b\|^2 = \frac{1}{m} \|A\Phi e\|^2 = \frac{1}{m} \|Ae\|^2$$  

$$\approx \frac{1}{n} \|e\|^2 = \frac{1}{n} \|\hat{x} - x\|^2 = \text{MSE}(x, \hat{x})$$  \hspace{1cm} (15)

where the second equality follows from the orthonormality of $\Phi$ and the approximate equality is related to the RIP.

**IV. Parameter selection**

When the content creator generates the hash, the following parameters need to be determined: the number of random projections $m$, the quantization step size $\Delta$ and, if no feedback channel is available, the maximum MSE distortion between the original and the tampered image, $\sigma^2_y$, for which tamper identification can be attempted. In this section, we consider $m$ and $\Delta$, while $\sigma^2_y$ influences the rate allocation, as explained in Section V.

In order to show the effect of the parameters on the system performance, we conducted Montecarlo simulations for two scenarios: sparse tampering and compressible tampering.

**A. Sparse tampering**

In this scenario, we consider a tampering signal $e \in \mathbb{R}^n$ which is exactly sparse. This scenario applies, for example, to cases where the tamper affects a limited region of the image. We define the sparsity ratio $k/n$, where $k$ denotes the number of nonzero entries of the vector $e$. Let $\hat{e}$ denote the estimated vector $e$. In this scenario, we measure the performance of the system in terms of the probability of detecting the tampering, $P_D$, for a given false positive rate $\alpha$:

$$P_D = \Pr\{|\hat{e}(j)| > \tau \text{ and } |e(j)| > 0\}$$  \hspace{1cm} (16)

$$\alpha = \Pr\{|\hat{e}(j)| > \tau \text{ and } |e(j)| = 0\},$$  \hspace{1cm} (17)

where $\hat{e}(j), j = 1 \ldots n$ is the $j$-th element of the estimated tampering vector $\hat{e}$. The threshold $\tau$ has been adjusted so as to achieve $\alpha < 10^{-3}$. Figure 4(a) and Figure 4(b) show the level sets of the probability of detection for $k/n$ equal to 0.01 and 0.05 respectively, averaged over 100 realizations. The quantization of the projections is measured in terms of $SNR_y$, which depends directly on the step size $\Delta$:

$$SNR_y = 10 \log_{10} \frac{\sigma^2_y}{D} \approx 10 \log_{10} \frac{12 \sigma^2_y}{D^2}$$  \hspace{1cm} (18)

We notice that, when the random projections are finely quantized (i.e. $SNR_y > 30\ dB$), the probability of detection approaches 1 if the number of measurements is large enough with respect to the tamper sparsity. This behavior is similar to the case of noiseless compressive sensing, and (almost) perfect reconstruction of a sparse signal is achieved when $m > Ck \log_2(n/k)$. Conversely, when coarse quantization is employed, the probability of detection stays below 1, even when a large number of measurements is available. Therefore, as a rule of thumb, the quantization step size $\Delta$ should be chosen in such a way to attain $SNR_y > 30\ dB$, and the number of measurements $m$ proportional to the expected number of nonzero coefficients $k$.
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B. Compressible tampering

In many cases, the tampering cannot be represented as an exactly sparse signal. This is the case, for example, of the brightness adjusted image in Figure 2, where the modification is global and cannot be described with a small set of non-zero coefficients. Compressible signals can be used to model this kind of tampering, as a generalization of exactly sparse signals. In compressible signals, a large fraction of the energy is concentrated in a small number of samples. For the purpose of Monte Carlo simulations, we generate $e$ by random permutation and random sign multiplication of the following signal [29]:

$$f_i = c|\hat{e}|^{-1/\beta}, \quad i = 1, \ldots, n \quad (19)$$

where $c$ is a constant that denotes a gain term, and $p$ is the parameter that determines the “compressibility” of the signal.

In this scenario, the performance of the system is determined based on the quality of the reconstructed tampering $e$.

$$SNR_e = 10 \log_{10} \frac{||e||_2^2}{||e - \hat{e}||_2^2} \quad (20)$$

Figure 5(a) and Figure 5(b) show the value of $SNR_e$ as a function of the number of projections $m$ and of the quantization distortion of the measurements ($SNR_y$), for $p$ equal to 0.8 and 1.0 respectively. Unlike the sparse scenario, we observe a graceful improvement of the performance by increasing either $m$ or $SNR_y$. For the same values of the parameters, the SNR of the reconstructed signal is higher for more compressible signals ($p = 0.8$). In order to gain further insight, Figure 5(c) and Figure 5(d) show the same results under a different perspective, where we notice a (almost) linear dependency between $SNR_e$ and $\log_{10} m$, for a fixed value of $SNR_y$. This suggests that the MSE distortion of the reconstructed tampering can be expressed as

$$\frac{||e - \hat{e}||_2^2}{n} \propto m^{-\beta} \quad (21)$$

In [32] it is shown that the exponent $\beta$ is larger for the case of noiseless projections, indicating a faster decay of the reconstruction error when the number of projections is increased, with respect to the case of noisy projections. In our simulations, we have verified that $\beta$ varies approximately between 0.7 and 1.5 for $p = 1$ and between 0.7 and 2.2 for $p = 0.8$. Also, in both cases the value of $\beta$ tends to saturate when $SNR_y$ is larger than 30 dB. Therefore, similarly to the sparse tampering scenario, the quantization step size $\Delta$ should be chosen in such a way to attain $SNR_y > 30$ dB.

V. RATE ALLOCATION

In Section III-A we have shown that the correlation model between the original and the tampered random projections can be written as

$$\tilde{y} = y + b \quad (22)$$

Hereafter we assume that $y$ and $b$ are statistically independent: this hypothesis is reasonable since the hash is computed at the content producer side, where no information about the actual tampering is available. Therefore, this represents a worst-case scenario from a rate allocation point of view.

Let $j = 1, \ldots, J$ denote the bitplane index and $R_j$ the bitrate (in bits/symbol) needed to decode the $j$-th bitplane. As detailed in the previous section, the probability density function of $y$ and $b$ can be well approximated to be zero mean Gaussian, respectively with variance $\sigma_y^2$ and $\sigma_b^2$. The rate estimation algorithm receives in input the source variance $\sigma_y^2$, the correlation noise variance $\sigma_b^2$, the quantization step size $\Delta$ and the number of bitplanes to be encoded $J$ and returns the average number of bits needed to decode each bitplane $R_j$, $j = 1, \ldots, J$. The value of $\sigma_y^2$ can be immediately estimated from the random projections at the time of hash generation. The value of $\sigma_b^2$ is set to be equal to the maximum MSE distortion between the original and the tampered image, for which tampering identification can be attempted.

The rate allocated to each bitplane is given by:

$$R_j = H(y^j | \tilde{y}, y^{j-1}, y^{j-2}, \ldots, y^1) + \Delta R_j \quad [\text{bits/sample}] \quad (23)$$

where $y^j$ denotes the $j$-th bitplane of $y$. In fact LDPC decoding of bitplane $j$ exploits the knowledge of the real-valued side information $\tilde{y}$ as well as previously decoded
bitplanes $y_j^{-1}, y_j^{-2}, \ldots, y_1$. Since we use nonideal channel codes with a finite sequence length $m$ to perform source coding, a rate overhead $\Delta R^f$ is added to Shannon’s lower bound. Experimentally, we determined that a value $\Delta R^f = 0.15$ [bits/sample] is a suitable choice. This overhead depends on the type of channel codes adopted and has been estimated experimentally. The integral needed to compute the value of the conditional entropy in (23) is factored out in detail in our previous work [33]. For completeness we summarize the most relevant steps in Appendix III.

VI. GEOMETRIC TRANSFORMATIONS

As explained in the introduction, an image hashing system is supposed to be secure to forgery attacks as well as robust to content-preserving modifications such as moderate geometric transformations (e.g. cropping, scaling, rotation, etc.). It is possible that both the situations occur, i.e. the image is first geometrically transformed and then maliciously tampered with (or vice versa): in this case, before applying the tampering identification algorithm described in Section III-C, the image needs to be registered with respect to the original one.

The recent works on compressive detection and classification [20][34][19] come in help by providing a maximum-likelihood estimation framework based on the same principles of universality of the measurements adopted in CS reconstruction. Different from the basic CS setting (see Section II-B), where the goal is to reconstruct a signal given a small number of random incoherent projections, compressive classification aims at estimating some parameters of the signal rather than perfectly recovering the original. The key point is that a set of images of the same scene with different imaging parameters (translation, scaling, viewing angle, illumination, etc.) forms a low-dimensional, nonlinear manifold in the high-dimensional (translation, scaling, viewing angle, illumination, etc.) forms a low-dimensional, nonlinear manifold in the high-dimensional.

The integral needed to compute the value of the manifold, provided that a sufficient number of measurements are taken. The number of measurements $m$ needed to produce a stable manifold embedding depends linearly on the dimension $K$ of the manifold. When $m$ is chosen in this way, the RIP (15) holds and distances are preserved in the embedding. This fact enables the registration of an image working directly in the low-dimensional projection space, by basically computing cross-correlation over the embedded manifold. The low-dimensional manifold is sampled by extracting random measurements from the received image, each time transformed by the warping function $f$ using a different set of parameters $\theta_i$. Then, the distance between the projections reconstructed with the hash and the test projections is computed, and the parameters that produce the minimum distance are used for registration. This technique has been named smashed filter in [20], and is detailed in the following.

Let $x = f(x; \theta)$ denote the vector obtained by rasterizing the decimated, geometrically transformed, tampered image. The vector $\theta \in \mathbb{R}^K$ denotes the parameters of the transformation. Here we assume that the inverse transformation $f^{-1}(\cdot)$ exists, although this is only partially true in practice. The interpretation of $\theta$ is obvious for the case of simple geometrical transformations. For cropping, $\theta = [\theta_1, \theta_2]^T$ represents the horizontal and vertical coordinates of the top-left corner of the cropped selection (the size of the bounding box is inferred from the received image). In the case of rotation by an angle $\alpha$, $\theta = \alpha$, etc. The registration is performed in two steps according to a multiresolution approach, in order to reduce the computational cost. First, a coarse registration is applied, which works only on the decimated representation of the tampered image $\tilde{x}$. Then, the registration refinement is carried out, considering the full resolution tampered image $\tilde{X}$. A schematic view of the algorithm is given below, while Figure 6 summarizes graphically the registration procedure.

1) Coarse registration:

- Initialization: Set $MSE^C = \infty$, $\hat{\theta}^C = \emptyset$ and the set of candidate parameter vectors $\Theta^C = \{\theta_1, \ldots, \theta_{LC}\}$
- For each candidate vector $\theta_i \in \Theta^C$:
  - Compute the warped decimated image vector $\tilde{x}_{\theta_i} = f^{-1}(x, \theta_i)$
  - Compute the random projections $\tilde{y}_{\theta_i} = A\tilde{x}_{\theta_i}$
  - Wyner-Ziv decode the vector $\tilde{y}$ using $\tilde{y}_{\theta_i}$ as side information.
  - If Wyner-Ziv decoding fails, proceed to the next one $\theta_{i+1}$ and set $MSE_i = +\infty$
  - Else, compute $MSE_i = \frac{||\tilde{y} - \tilde{y}_{\theta_i}||^2_m}{m}$
  - * If $MSE_i < MSE^C$, then $\hat{\theta}^C = \theta_i$ and $MSE^C = MSE_i$

2) Registration refinement:

- Initialization: Set $MSE^R = \infty$, $\hat{\theta}^R = \emptyset$ and the set of candidate parameter vectors $\Theta^R = \{\theta_1, \ldots, \theta_{LR}\}$, which depend on $\hat{\theta}^C$
- For each candidate vector $\theta_i \in \Theta^R$:
  - Compute the warped full resolution image $\tilde{X}_{\theta_i} = f^{-1}(X, \theta_i)$
  - Compute the decimated version of the warped image $\tilde{x}_{\theta_i}$ from $\tilde{X}_{\theta_i}$
  - Compute the random projections $\tilde{y}_{\theta_i} = A\tilde{x}_{\theta_i}$
  - Wyner-Ziv decode the vector $\tilde{y}$ using $\tilde{y}_{\theta_i}$ as side information.
  - If Wyner-Ziv decoding fails, proceed to the next one $\theta_{i+1}$ and set $MSE_i = +\infty$
  - Else, compute $MSE_i = \frac{||\tilde{y} - \tilde{y}_{\theta_i}||^2_m}{m}$
  - * If $MSE_i < MSE^R$, then $\hat{\theta}^R = \theta_i$; $MSE^R = MSE_i$

The registration algorithm presented above holds for any type of geometric transformation model that can be expressed in terms of a finite number of parameters, summarized by the vector $\theta \in \mathbb{R}^K$. For more complex transformations including, for example, affine or perspective warping, the number of parameters $K$ is larger, thus making the search for the best matching model computationally expensive. In fact, in these cases the number of candidates $LC$ and $LR$ to be explored during, respectively, the coarse and refinement phases might
be extremely large. The definition of fast search strategies able to explore such a vast parameter space is left to future investigations.
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Fig. 9. A tampering example: brightness adjustment.

Fig. 10. A tampering example: logo insertion on a brightness adjusted image.

tampering, obtained by solving the optimization problem (10) with different bases $\Phi_i$. In this particular example, we tried the reconstruction in the pixel, DCT or Haar wavelet domain by setting the matrix $\Phi_i$ equal, respectively, to the identity, DCT or Haar basis matrices. Table I shows the $\ell_1$ norm of the reconstructed tampering $\hat{c}$ in the three domains. As explained in Section III-C, we are finally interested in recovery the sparsest (in the $\ell_0$ sense) reconstruction, and the $\ell_1$ norm is a good proxy for this task. Therefore, we select the sparsest reconstruction as the one with the minimum $\ell_1$ norm; accordingly, in this case we deem the reconstruction in the pixel domain as the best one. If a feedback channel is available, and hash bits could be received upon request, the hash size would be smaller and equal to 0.0056 bits/pixel (3.3 bits/projection). For comparison, avoiding Wyner-Ziv coding and performing direct uniform scalar quantization of the random projection would require 0.010 bits/pixel (5.9 bit/random projection). Due to the relatively high sparsity level in this specific example, a good reconstruction of the tampering map in the pixel domain could have been possible with as little as $m = 150$ random projections, thus reducing the size to 0.0025 bits/pixel (or 0.0018 bits/pixel if a feedback channel is available).

Figure 9 illustrates another modification to the original image content, consisting of a spatially-adaptive brightness adjustment. In this case, the PSNR of the tampered image is equal to 25.2 dB. As before, we illustrate the reconstructed tampering maps in the pixel, DCT and Haar wavelet domains. The tampering signal is compressible, rather than exactly sparse. The reconstruction in the pixel domain is not a good approximation of the original, since the number of random projections of the hash is too low compared to the one required by the sparsity of the tampering in that basis. On the contrary, recovering the tampering in the Haar wavelet and especially in the DCT domain (which achieves the minimum $\ell_1$ norm of the reconstructed tampering signal) produces much more meaningful results. This can be easily justified by observing the smooth behavior of the tampering in this case, which can therefore be represented by few low-frequency coefficients.

A more challenging example is shown in Figure 10, where a logo has been inserted on a brightness adjusted image, obtaining a PSNR equal to 23.7 dB. As before, the tampering signal is compressible, and reasonable reconstructions are obtained both in the Haar wavelet and DCT domain. We argue that this scenario could benefit from the use of redundant dictionaries, where different atoms are used to represent local singularities (the logo) or (piecewise) smooth signals (brightness adjustment). We emphasize the fact that the hash construction is future-proof, i.e., a better reconstruction of the tampering signal could be obtained from the same hash, if a better sparsifying basis or redundant dictionary is discovered after the hash generation.

Finally, Figure 11 demonstrates the robustness of the proposed system to moderate cropping. The cropped image retains 80% of the original area, and the PSNR of the padded and registered cropped image (shown in Figure 11(a)) with respect to the original is equal to 20.65 dB. First, the system employs the decoded random projections to perform image registration. In this example, the top-left corner of the cropped image is at $\theta = [13, 18]$. The coarse search returns the estimate

\begin{table}[h]
\centering
\caption{$\ell_1$ Norm of the Reconstructed Tampering Signal ($\|\hat{c}\|_1$) in the Tested Bases.}
\begin{tabular}{|c|c|c|c|}
\hline
Tampering & pixel & DCT & Haar \\
\hline
Logo & 460 & 625 & 1335 \\
Brightness adj. & 4727 & 1548 & 2606 \\
Logo + Brightness adj. & 4829 & 2499 & 3150 \\
Logo + Crop & 5943 & 5831 & 5356 \\
JPEG & 185 & 239 & 160 \\
\hline
\end{tabular}
\end{table}
investigations. The automatic inspection of the automatically selected tampering map is proposed system is semi-automatic, in the sense that human hash. None of the previous bases succeeds in representing given basis consistent with the constraints imposed by the compression succeeds, the MSE can be computed and minimized. Tampering identification is carried out after image registration. In this example, the best reconstruction is achieved using the Haar wavelet as sparsifying basis. We notice that the system treats as tampering also the missing portions of the image removed by the cropping operation, thus decreasing the actual sparsity (or compressibility) of the tampering signal.

To conclude, we illustrate an example to show the limitations of the proposed system when the tampering introduced in the image does not have a sparse representation in any basis or redundant dictionary. Figure 13 shows the same image compressed using JPEG (PSNR = 29.4 dB). By construction, the algorithm searches for the sparsest representation in a given basis consistent with the constraints imposed by the hash. None of the previous bases succeeds in representing the tampering signal correctly. Therefore, we argue that the proposed system is semi-automatic, in the sense that human inspection of the automatically selected tampering map is needed to validate the estimated modification. The automatic detection of this scenario will be subject of future research investigations.

VIII. CONCLUSIONS

Multimedia hashes are an effective tool for authenticating legitimate copies of images and for identifying possible manipulations, which may have been introduced in the picture to alter its semantic content. In many applications, it is also desirable to deal with small hashes to account for the bandwidth/storage available budget. In this paper, we have described an image hashing system that targets both these two conflicting requirements: namely, we encode the hash with a Wyner-Ziv codec to reduce the bit-length of the proposed hash, and we employ compressive sensing tools to obtain an estimate of the tampering at the content user side. The core assumption of our system is that the tampering actually has some structure, a postulate that in our setting is intended as the requirement that the manipulation admits a sparse (or compressible) representation in some basis. This turns out to be the case for many meaningful content-changing modifications, provided that we find an adequate dictionary in which to represent them. The most prominent feature of the proposed system is perhaps its universality: the proposed hash is build upon a set of pseudo-random projections of the decimated image coefficients, and from the same hash the user can reconstruct the tampering in different, several dictionaries; if a new basis has to be tested, no changes need to be carried out on the hash signature. In addition, using recent results on compressive classification, the produced hash is also robust to moderate geometrical transformation, which can be inverted through a simple image registration procedure: for example, we are able to tolerate up to 20% of cropping without increasing the hash bit-length.

A critical aspect of the proposed system regards whether it could be used in a completely automatic fashion. While we are able to provide the user with different estimates of the tampering (one for each basis at the user’s disposal), we cannot produce an ultimate decision about whether the manipulation preserves or not the semantic content of the original picture. We prefer instead to leave this choice to the end user, who can take advantage of the produced results to finalize his decision. Again, the content legitimacy of a copy is intimately related to the structure of the attack, thus a promising road towards a partial understanding of the authenticity of the received picture passes through the knowledge of the sparsity of the actual tampering from its reconstruction. To the authors’ knowledge, this is still an open issue in CS theory, especially when the attack is compressible rather than sparse. Future research will investigate how to adapt the system to the unknown sparseness pattern, e.g. by modifying the system architecture embedding some feedback channel to acquire progressively more measurements.

Another important aspect regards robustness to geometrical transformations. As outlined in Section VI, the procedure that we propose for registering the image content in the compressed domain is computationally demanding, as it actually implies a full search (or a hierarchical search, using a refinement step) of the parameter space. As is known, this kind of strategies suffer from the so-called “curse of dimensionality”, i.e. the dimension of the search space increases exponentially with the number of parameters. This may seriously compromise the applicability of our approach with more complex transformations, thus we believe that finding some fast search strategy for these situations is a promising research direction.

APPENDIX I

DETERMINATION OF ERROR NORM BOUND $\epsilon$ IN THE $\ell_1$ RECONSTRUCTION

The value of the error norm bound $\epsilon$ in (10) can be determined as follows.

$$\|\hat{b} - A\Phi e\|_2^2 = \|z\|_2^2 = \sum_{i=1}^{m} z_i^2$$

(24)

Since $z_i$ is the quantization noise introduced by a uniform scalar quantizer, we have $z_i \sim U[-\Delta/2, +\Delta/2]$ [35]. Therefore, we can write [36]:

$$E[\|z\|_2^2] = m\frac{\Delta^2}{12}$$

(25)
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Hence, we can adopt the following upper bound on \( \epsilon \):

\[
\epsilon^2 \leq m \frac{\Delta^2}{12} + \lambda \frac{m}{6\sqrt{5}} \Delta^2
\]

where \( \lambda \) has been set equal to 2 in our system.

**APPENDIX II**

**DETERMINATION OF STATISTICAL PROPERTIES OF \( \mathbf{b} \), \( \mathbf{y} \) AND \( \hat{\mathbf{y}} \)**

Let the tampering signal \( \mathbf{t} = [t_1, \ldots, t_n]^T \) be modeled as the realization of a real-valued wide-sense stationary signal with mean \( \mu = E[t_i] \) and autocorrelation sequence \( r_k = E[t_it_{i-k}] \).

Since \( \mathbf{b} = \mathbf{A} \mathbf{t} \), the first order statistics of \( \mathbf{b} \) can be obtained as follows:

\[
E_k[b_i] = E_k[\sum_{j=1}^n a_{ij} t_j] = \sum_{j=1}^n a_{ij}E_k[t_j] = \mu \sum_{j=1}^n a_{ij},
\]

where \( E_k[\cdot] \) denotes the expectation of the realizations of the tampering signal \( \mathbf{t} \). By taking expectation also over the rows of the matrix \( \mathbf{A} \), \( E_A[\cdot] \), we obtain:

\[
E_A[\mu \sum_{j=1}^n a_{ij}] = \mu \sum_{j=1}^n E_A[a_{ij}] = 0,
\]

where the last equality follows from the construction of the matrix \( \mathbf{A} \).

As for the second order statistics, we can write:

\[
E_k[b_ib_j] = E_k[a_i^T \mathbf{t} \cdot a_j^T \mathbf{t}] = E_k[a_i^T \mathbf{t} \mathbf{t}^T a_j] = a_i^T E[\mathbf{t} \mathbf{t}^T] a_j = \sum_{l=1}^n \sum_{k=1}^n r_{l-k} a_{il} a_{jk}.
\]

By taking expectation also over the rows of the matrix \( \mathbf{A} \), we obtain:

- if \( i \neq j \)

\[
E_A[\sum_{l=1}^n \sum_{k=1}^n r_{l-k} a_{il} a_{jk}] = \sum_{l=1}^n \sum_{k=1}^n r_{l-k} E_A[a_{il} a_{jk}] = \sum_{l=1}^n \sum_{k=1}^n r_{l-k} E_A[a_{il}] E_A[a_{jk}] = 0
\]

- if \( i = j \)

\[
E_A[\sum_{l=1}^n \sum_{k=1}^n r_{l-k} a_{il} a_{ik}] = \sum_{l=1}^n \sum_{k=1}^n r_{l-k} E_A[a_{il} a_{ik}] = nr_0 E_A[a_{il}^2] = r_0
\]

Therefore we can conclude that, regardless of the statistics of the vector \( \mathbf{t} \), the vector \( \mathbf{b} \) is a realization of a zero-mean wide-sense stationary random process with diagonal autocorrelation matrix [37]. In addition, by the central limit theorem, when \( n \) is large the elements of the vector \( \mathbf{b} \) are samples of a Gaussian distribution, since each element is the sum of (arbitrarily distributed) random variables. Hence, the vector \( \mathbf{b} \) is a realization of a zero-mean i.i.d. Gaussian random sequence. Using the same arguments, it is possible to show that also \( y \) and \( \hat{y} \) are i.i.d. Gaussian.

**APPENDIX III**

**DETERMINATION OF THE CONDITIONAL ENTROPY FOR RATE ALLOCATION**

For the sake of clarity, we adopt the common notation used in the distributed source coding literature as introduced in Section II-A. The random projections \( \mathbf{y} \) obtained from the original image play the role of the source \( X \), while the projections \( \hat{\mathbf{y}} \) computed from the tampered image that of the side information \( Y \). The correlation noise \( \mathbf{b} \) is denoted with the random variable \( Z \). Uppercase letters indicate random variables, while lowercase letters are used for scalar values.

The Shannon’s lower bound on the number of bits is given by [31]

\[
R^3 \geq H(X^3|Y, X^{j-1}, X^{j-2}, \ldots, X^1) \quad \text{[bits/sample], (33)}
\]

where \( X^j \) denotes the \( j \)-th bitplane of the source \( X \). In fact LDPC decoding of bitplane \( j \) exploits the knowledge of the real-valued side information \( Y \) as well as previously decoded bitplanes \( X^{j-1}, X^{j-2}, \ldots, X^1 \). The value of \( R^3 \) from equation (33) can be readily computed by numerical integration. In fact, the expression of the entropy in (33) can be written as

\[
H(X^j|Y, X^{j-1}, X^{j-2}, \ldots, X^1) = \sum_{q=1}^{2^{j-1}} p(q) H(X^j|Y, Q = q)
\]

\[
= \sum_{q=1}^{2^{j-1}} p(q) \int_{-\infty}^{+\infty} p_{Y|q}(y) H(X^j|Y = y, Q = q) dy,
\]

where \( Q \) denotes the quantization bin index obtained decoding up to bitplane \( j-1 \). The value of \( H(X^j|Y = y, Q = q) \) represents the entropy of the binary source \( X^j \) when the side information assumes the specific value \( y \) and the source \( X \) is known to be within quantization bin \( q \), i.e.,

\[
H(X^j|Y = y, Q = q) = -p_0 \log_2 p_0 - (1 - p_0) \log_2 (1 - p_0),
\]

and

\[
p_0 = \Pr\{X^j = 0|Y = y, Q = q\} = \frac{\int_{L_q}^{U_q} p_X(x) p_Z(x - y) dx}{\int_{L_q}^{U_q} p_X(x) p_Z(x - y) dx}\]

where \( L_q \) and \( U_q \) are the lower and upper thresholds of the quantization bin \( q \).

The expression \( p_{Y|q}(y) \) in (34) represents the marginal distribution of \( Y \), conditioned on \( X \in q \), and it can be obtained from the knowledge of the joint distribution \( p_{XY}(x, y) \)

\[
p_{Y|q}(y) = \frac{\int_{L_q}^{U_q} p_{XY}(x, y) dx}{\int_{L_q}^{U_q} p_X(x) dx} = \frac{\int_{L_q}^{U_q} p_X(x) p_Z(x - y) dx}{\int_{L_q}^{U_q} p_X(x) dx}.
\]
where the second equality follows from the additive correlation model $Y = X + Z$. Finally, equation (34) can be evaluated by means of numerical integration over $y$.
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