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Abstract
Several application domains involve detecting complex situations and reacting to them. This asks for a Complex Event Processing (CEP) middleware specifically designed to timely process large amounts of event notifications as they flow from the peripheral to the center of the system, to identify the composite events relevant for the application. To answer this need we designed T-Rex, a new CEP middleware that combines expressiveness and efficiency. On the one hand, it adopts a language (TESLA) explicitly conceived to easily and naturally describe composite events. On the other hand, it provides an efficient event detection algorithm based on automata to interpret TESLA rules. Our evaluation shows that the T-Rex engine can process a large number of complex rules with a reduced overhead, even in the presence of challenging workloads.
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1. Introduction
Several systems operate by observing a set of primitive events that happen in the external environments, interpreting and combining them to identify higher level composite events, and finally sending the notifications about these events to the components in charge of reacting to them, thus determining the overall system’s behavior. Examples are sensor networks for environmental monitoring (Broda et al., 2009; Event Zero, 2011); financial applications requiring a continuous analysis of stocks to detect trends (Demers et al., 2006); fraud detection tools, which observe streams of credit card transactions to prevent frauds (Schultz-Möller et al., 2009); RFID-based inventory management, which performs a continuous analysis of registered data to track valid paths of shipments and to capture irregularities (Wang and Liu, 2005). More in general, as observed in (Luckham, 2001), the information system of every complex company can and should be organized around an event-based core that realizes a sort of nervous system to guide and control the operation of the other sub-systems.

The general architecture of such event-based applications is shown in Figure 1. At the peripheral of the system are the sources and the sinks. The former observe primitive events and report them, while the latter receive composite event notifications and react to them. The task of identifying composite events from primitive ones is performed by the Complex Event Processing (CEP) Engine. This fundamental component is usually part of a CEP middleware (which also includes the client-side libraries to access the engine) and operates by interpreting a set of event definition rules, which describe how composite events are defined from primitive ones.

Recently both the academia and industry proposed a number of CEP engines. As we will better explain in Section 6, they present significant differences in terms of the rule language they adopt, which, in turn, strongly influences the processing algorithm they adopt and their overall system architecture.

Many of these systems set their roots in the data management domain. Their goal is to timely process generic data, not necessarily event notifications, using standing queries (Babcock et al., 2002), which continuously calculate new results as new data enters the system. This functionality is usually embedded into a DBMS-like relational core, using rule languages directly derived from SQL. These languages provide an effective way to filter, join, and transform large volumes of streaming data, but they do not naturally fit the event-processing domain. In particular, the “data transformation” approach they follow is not suited to “event recognition”, i.e., to recognize patterns of event notifications tied together by complex temporal relationships. This issue is addressed by those systems that are built around a native concept of event notification. Unfortunately, in most cases they trade expressiveness for efficiency. They adopt simple rule languages that cannot express a number of desirable
event patterns and the actions needed to aggregate the information carried by primitive events into composite events.

T-Rex, the CEP middleware presented in this paper, solves this dichotomy by offering a language, TESLA (Cugola and Margara, 2010), explicitly designed to model in an easy and natural way the complex ordering and timing relationships that join primitive events and the actions required to aggregate them, while, at the same time, remaining simple enough to allow an efficient processing of rules.

In this paper we present the main characteristics of TESLA and we show how the T-Rex engine translates TESLA rules into automata to provide efficient event detection. We describe the architecture of T-Rex in details and we analyze its performance, comparing it to a state of the art commercial product.

The rest of the paper is organized as follows: next section introduces a simple case study to illustrate the requirements of a CEP rule language and how TESLA meets them. The same case study is also used to describe how T-Rex operates. This part is divided into two sections: Section 3 describes how TESLA rules are translated into automata, while Section 4 describes how the T-Rex engine implements such automata to efficiently process event notifications. Finally, Section 5 evaluates the performance of T-Rex, while Section 6 describes related work, and Section 7 ends the paper with brief concluding remarks.

2. The TESLA Language

Consider an environment monitoring application that processes information coming from a sensor network. Sensors notify their position, the air temperature they measure, and the presence of smoke and rain. Now, suppose a user wants to detect the presence of fire. She has to teach the system to recognize such critical situation starting from the raw data measured by sensors. Depending on the environment, the application requirements, and the user preferences, the presence of fire can be detected in many different ways. Here we present four possible definitions of the fire event, and we use them to illustrate some of the features an event processing language should provide.

D1. There is fire when there is smoke and a temperature higher than 45 degrees in the same area of smoke (detected within 5 min. from smoke). The fire notification has to embed the temperature actually measured.

D2. There is fire in presence of a temperature higher than 45 degrees and in absence of rain (in the last hour).

D3. There is fire when there is smoke and the average temperature in the last 5 min. in the same area is higher than 45 degrees.

D4. There is fire when there is smoke preceded by at least 10 temperature readings with increasing values in the same area within 5 min. from smoke. The fire notification has to embed the average temperature of the increasing sequence.

First of all, these rules select relevant notifications according to a set of constraints. Two kinds of constraints are used: the first one selects elements on the basis of the values they carry, either to choose single notifications (e.g., those about temperature higher than 45 degrees) or to choose a set of related notifications (e.g., those coming from the same area). The latter case is usually called *parameterization*. The second kind of selection constraints operates on the timing relationships among notifications (e.g., selecting only those generated within 5 minutes) and they allow to capture *sequences* of events (e.g., high temperature followed by smoke).

Beside selection, definition D2 introduces *negation* by requiring an event not to occur in a given interval. Similarly, definition D3 introduces *aggregates*. In particular, it defines a function (average) to be applied to a specified set of elements (temperature readings in the last 5 minutes) to calculate the value associated with the composite event. Definition D4 is interesting as it combines the two kinds of selection constraints (those on values and those on timing) to define an *iteration* that selects only those elements that bring growing temperature readings. Finally, when the desired combination of events has been detected, rules have to specify which notification to create (e.g., fire) and they have to define its inner structure (e.g., fire notification has to embed an area and a temperature reading).

A language for CEP should be able to express all the constructs above: selection, parameterization, negations, aggregates, sequences, and iterations. Unfortunately, as we will better explain in Section 6 by discussing related work, this is rarely the case (Cugola and Margara, 2011). Moving from this consideration we designed TESLA: an event definition language that provides a high degree of expressiveness to users, while adopting a structure and organization that allows efficient detection of rules. Next section presents the main TESLA features by examples, showing how it can be used to express the four rules above. The interested reader can find a complete description of the language, including a rigorous definition of its semantics, in (Cugola and Margara, 2010).

2.1. TESLA event and rule model

In TESLA we assume events, i.e., things of interest, to occur instantaneously at some points in time. In order to be understood and processed, events have to be observed by sources (see Figure 1), which encode them in *event notifications* (or simply *events*). We assume that each event notification has a *type*, which defines the number, order, names, and types of the *attributes* that build the notification. Notifications have also a timestamp, which represents the time of occurrence of the event they encode. In the following we assume events enter the system in timestamp order: mechanisms to cope with out-of-order arrivals of events have been discussed in the past and can be adopted to ensure this property (Srivastava and Widom, 2004a).

In our fire scenario, the air temperature in a given area at a specific time is captured by the following event notification:

\[
\text{Temp@10}(\text{area}="A1", \text{value}=24.5)
\]

Where Temp represents the type of the notification and 10 is the timestamp. The Temp notification type includes two attributes: a string that identifies the area in which the temperature was measured, and the actual reading (a float).
TESLA rules define composite events from simpler ones. The latter can be observed directly by sources (i.e., they can be primitive events) or they can be composite events defined by other rules. This mechanism allows the definition of “hierarchies of events”.

Each TESLA rule has the following general structure:

Rule R

\[
\text{define} \quad CE(\text{att}_1: \text{Type}_1, \ldots, \text{att}_n: \text{Type}_n) \\
\text{from} \quad \text{Pattern} \\
\text{where} \quad \text{att}_1 = f_1, \ldots, \text{att}_n = f_n \\
\text{consuming} \quad e_1, \ldots, e_n
\]

Intuitively the first two lines define a (composite) event from its constituents, specifying its structure — \( CE(\text{att}_1: \text{Type}_1, \ldots, \text{att}_n: \text{Type}_n) \) — and the pattern of simpler events that lead to the new one. The where clause defines the actual values for the attributes \( \text{att}_1, \ldots, \text{att}_n \) of the new event using a set of functions \( f_1, \ldots, f_n \), which may depend on the arguments defined in Pattern. Finally, the optional consuming clause defines the set of events that have to be invalidated for further firing of the same rule.

### 2.2. TESLA by Examples

To present the operators supported by TESLA in an easy and clear way, we use the four definitions of Fire presented above and show how they can be encoded in TESLA.

If we carefully look at the definition \( D1 \) we may notice that it is ambiguous. Indeed, it is not clear what happens if the Smoke event is preceded by more than one Temp event. In such cases we say that the selection policy of the rule is ambiguous (Cugola and Margara, 2011). TESLA is both very rigorous and very expressive about this point, allowing users to precisely define the selection policy they have in mind. By using the \( \text{each-within} \) operator, Rule R1 below:

Rule R1

\[
\text{define} \quad \text{Fire(area: string, measuredTemp: double)} \\
\text{from} \quad \text{Smoke(area=$a)} \quad \text{and} \\
\text{each Temp(area=$a and value>45)} \quad \text{within 5 min. from Smoke} \\
\text{where} \quad \text{area=Smoke.area and measuredTemp=Temp.value}
\]

adopts a multiple selection policy: when a Smoke event is detected it notifies as many Fire events as the Temp events observed in the last 5 min. Other policies can be encoded by substituting the \( \text{each-within} \) operator with the \( \text{last-within} \) or the \( \text{first-within} \) operators, or with their generalized versions \( n\text{-last-within} \) and \( n\text{-first-within} \). As an example, in the presence of three temperature readings greater than 45 degrees followed by a Smoke event, Rule R1 would notify three Fire events, while the rule below:

Rule R2

\[
\text{define} \quad \text{Fire(area: string, measuredTemp: double)} \\
\text{from} \quad \text{Smoke(area=$a)} \quad \text{and} \\
\text{last Temp(area=$a and value>45)} \quad \text{within 5 min. from Smoke} \\
\text{where} \quad \text{area=Smoke.area and measuredTemp=Temp.value}
\]

would notify a single Fire event with the last temperature read.

Another source of ambiguity in Definition \( D1 \) relates with the consumption policy (Cugola and Margara, 2011; Chakravarthy et al., 1994a) to use. In particular, imagine a multiple selection policy is adopted as in Rule R1 and consider the case when three Temp events are immediately followed by two Smoke events. When the first Smoke event is detected three Fire events are notified, but what happens when the second Smoke arrives? Are the three Temp events already used to notify the first three Fire events reused, thus notifying three more Fire events, or are they not? Again, TESLA allows users to define the consumption policy they prefer. Indeed, Rule R1 does not explicitly consume the events it uses, so every temperature reading may be used more than once in presence of several Smoke events, while Rule R3 below uses the consuming clause to model the fact that Temp events can be used at most once:

Rule R3

\[
\text{define} \quad \text{Fire(area: string, measuredTemp: double)} \\
\text{from} \quad \text{Smoke(area=$a) and} \\
\text{each Temp(area=$a and value>45)} \quad \text{within 5 min. from Smoke} \\
\text{where} \quad \text{area=Smoke.area and measuredTemp=Temp.value}
\]

Besides these aspects, Rule R1 (but also R2 and R3) show how in TESLA the occurrence of a composite event is always bound to the occurrence of a simpler event (Smoke in our example), which implicitly determines the time at which the new event is detected. This anchor point is coupled with other events (Temp in our example) through ad-hoc operators, like the \( \text{each-within} \), which capture the temporal relationships that join together events in sequences. Finally rules R1, R2, and R3 provide also an example of parameterization, which is modeled in TESLA by using the variable \( $a \) to bind the values of attribute area in different events.

The second definition of Fire introduced at the beginning of this section can be used to show how time-based negations are expressed in TESLA:

Rule R4

\[
\text{define} \quad \text{Fire(area: string, measuredTemp: double)} \\
\text{from} \quad \text{Temp(area=$a and value>45) and} \\
\text{not Rain(area=$a) within 5 min. from Temp} \\
\text{where} \quad \text{area=Temp.area and measuredTemp=Temp.value}
\]

Besides time-based negations, TESLA allows interval-based negations, by requiring a specific event not to occur between other two events.

Rule R5 shows the use of aggregates (i.e., the function Avg) to express the Fire definition \( D3 \).

Rule R5

\[
\text{define} \quad \text{Fire(area: string, measuredTemp: double)} \\
\text{from} \quad \text{Smoke(area=$a) and} \\
\text{45 < $t=\text{Avg}(\text{Temp(area=$a).value}) \quad \text{within 5 min. from Smoke) \\
\text{where} \quad \text{area=Smoke.area and measuredTemp=$t}
\]

Also aggregates can be time-based (as in this example) or interval-based.

As a final example, we show how the Fire definition \( D4 \) can be expressed in TESLA. In this case we combine different rules together, taking advantage of TESLA ability to define composite events starting from other composite events. In particular, we first define the NotIncrTemp event that happens each time a new temperature is read that is lower or equal than the previous one (Rule R6a). Using this event, we define Fire when there is smoke preceded by at least 10 temperature readings and no NotIncrTemp in the last 5 min. (Rule R6b). Finally, with Rule R6c we capture the case when the last NotIncrTemp precedes Smoke by less than 5 min. but from that time there were at least 10 other temperature readings (which are necessarily increasing).
Rule R6a

define NotIncTemp(area: string)
from Temp(area=$a and value>=$t) as T1 and
last Temp(area=$a and value>=$t) as T2 within 5 min. from T1 and
not Temp(area=$a) between T2 and T1
where area=T1.area

Rule R6b

define Fire(area: string, measuredTemp: double)
from Smoke(area=$a) and
not NotIncTemp(area=$a) within 5 min. from Smoke and
Count(Temp(area=$a)) within 5 min. from Smoke) >= 10
where area=Smoke.area and measuredTemp=
Avg(Temp(area=$a) within 5 min. from Smoke)

Rule R6c

define Fire(area: string, measuredTemp: double)
from Temp(area=$a and value>=$t) as T1
where area=T1.area
from Temp(area=$a and value>=$t) as T2
within 5 min. from T1 and
last Temp(area=$a and value>=$t) as T3
where area=Smoke.area and measuredTemp=
Avg(Temp(area=$a) within 5 min. from Smoke)

Notice that this ability to combine rules together is a key feature of TESLA and T-Rex: other systems, include ad-hoc iteration operators to deal with complex sequences as D4. As we will better motivate in Section 6, these operators are difficult to use in conjunction with customizable selection and consumption policies. The ability to define hierarchies of events is more general, resulting in a simpler and elegant solution applicable in a wide range of cases.

Summary of the language. In conclusion, TESLA provides all the key constructs identified above: selection of primitive events, definition of sequences, parameterization, negation, aggregates, and iteration expressed through recursive rules. It combines these constructs with user definable selection and consumption policies.

3. Event Detection Automata

In this section we introduce the automata-based processing algorithm used in T-Rex. We show the rational behind the algorithm and we describe in details how TESLA rules are translated into automata and how they are used during processing.

3.1. Event Detection Automata. Why?

Sequences of events are at the heart of TESLA: a composite event occurs when the last event (the terminator) of all the sequences in a rule is detected, e.g., Rule R1 fires when the Smoke event is detected. When we first started to deal with the design of a processing algorithm for TESLA, we evaluated two opposite approaches. The first one postpones all the processing to the time in which a suitable terminator is found: in this case the processing performs an analysis of all previously received events to capture valid patterns. The second approach processes rules incrementally: it recognizes and stores partial sequences in the form of automata as soon as they are detected. Both algorithms present advantages and disadvantages: the first one requires less memory (the memory required to store automata) but may introduce a higher processing delay, the second should reduce latency in detecting composite events, indeed when the terminator arrives most of the processing has already been done.

To better understand the potential of the two approaches, we initially implemented two separate prototypes and compared their behaviors under different loads. As expected, we found that the first approach uses a fraction of the memory required by the second one. At the same time the memory demand of the second approach, albeit greater, was small enough to allow us to complete all our tests, even the most demanding ones, on a machine with 8GB of RAM (see Section 5). The differences in processing time were significantly influenced by the features of the workload we considered: in particular, the incremental approach provided greater advantages with a multiple selection policy and higher rates of potentially terminator events (i.e., the hardest workloads). Since we were interested in optimizing performance in spite of the amount of resources required, we choose the second approach (and prototype), which is the one we consider in the remainder of the paper. Notice that a similar choice is done by most existing event and stream processing systems, both from the academia (Brenna et al., 2007) and the industry (Esper, 2011).

Before entering into the details of the T-Rex processing algorithm we introduce the terminology we use. T-Rex translates each rule into what we call an automaton model, which is composed of one or more sequence models. At the beginning, each sequence model is instantiated in a sequence instance (or simply sequence). New sequences are created at run-time, while event notifications enter the engine. More specifically, when a new event notification enters T-Rex several things may happen:

- new sequences can be created by duplicating existing ones;
- existing sequences can be moved from a state to the following one;
- existing sequences can be deleted, either because they arrive to an accepting state, representing the detection of a new composite event, or because they become invalid, i.e., unable to proceed any further.

3.2. Creation of Automata

As described in Section 2, each TESLA rule filters event notifications according to their type and content, and uses the *--within operators to define one or more sequences of events. Additional constraints between events can be introduced using parameters and negations. Consider for example the following Rule R7, which combines rules R1 and R4 (also introducing the Wind event) to build a complex enough rule to describe our algorithm in all its aspects:

Rule R7

define Fire(area: string, measuredTemp: double)
from Smoke(area=$a) and each Temp(area=$a and value>45)
within 5 min. from Smoke and
Rule R7 captures two sequences of events that concur in defining the Fire event. One is composed by a Temp event followed by Smoke, the other is composed by a Wind event followed by Smoke. These two sequences share a common event (i.e., Smoke). This is typical with TESLA, as it forces all sequences defined by a rule to share (at least) their last event: the terminator that implicitly determines the time at which the rule fires and the composite event is detected. Besides this aspect, Rule R7 defines additional relationships between the two sequences of events that define Fire:

1. the Smoke, Wind, and Temp events have to refer to the same “area”. This is captured by using the shared parameter $\text{area}$;
2. the interval between the Wind and Smoke events cannot include any Rain event. This is captured by using the not-between TESLA operator.

These considerations can be generalized into Algorithm 1, which translates a generic TESLA rule $R$ into an event detection automaton model. First, the sequences of events captured by $R$ are identified and a sequence model (i.e., a linear, deterministic, finite state automaton) is built for each of them. This step is performed by the createSequenceModels function (line 7): it processes sequences one by one, starting from their initiating events, as returned by the getInitEvents function (line 8).

For each sequence $S$ captured by Rule $R$, a new state is created. The first state is defined when the sequence model is initialized (line 9), while the following ones are iteratively added by calling the addTransition function (line 14). This function creates a transition between two states, labeled with the content and timing constraints that an incoming event has to satisfy to trigger the transition. Finally, the last state is annotated as an accepting one (line 16) and the created sequence is added to the sequence models (line 17). As an example, Figure 2 shows the sequence models, $M1$ and $M2$, derived from Rule R7.

After the sequence models originating from rule $R$ are built, they are annotated and combined in a single automaton model by introducing the relationships among the states captured by the rule (modeled through dashed lines in Figure 2). In particular, the joinStates function connects together the states shared by two or more sequence models. Afterwards, parameters, negations, and aggregates are introduced. Figure 2 shows the automaton model that results from Rule R7, which includes the relationships indicating the fact that $S$ is a shared state, while states $T$, $W$, and $S$ are connected by a parameter, and states $W$ and $S$ are connected by the negated event Rain that should not occur between them.

3.3. Processing Algorithm

To describe how automaton models created from TESLA rules are used to process incoming events we first describe the processing algorithm for single sequence models, then we show how sequences can interact to capture generic TESLA rules, like Rule R7 above.

3.3.1. Processing single sequences

Consider a rule that captures a single sequence of events like rule R1 (reported below for clarity), which represents the first
When the rule is deployed, the corresponding model is created and a single sequence is instantiated from the model and installed in the system, waiting in its initial state for the arrival of appropriate events. When a new event \( e \) arrives, the algorithm reacts as follows: (i) it checks whether the type, content, and arrival time of \( e \) satisfy a transition for one of the existing sequences; if not, the event is immediately discarded. If a sequence \( Seq \) in a state \( S_1 \) can use \( e \) to move to its next state \( S_2 \), the algorithm (ii) creates a copy \( S'_2 \) of \( Seq \), and (iii) it uses \( e \) to move \( S'_2 \) to state \( S_2 \). Notice that the original sequence \( Seq \) remains in state \( S_1 \), waiting for further events. Sequences are deleted when it becomes impossible for them to proceed to the next state since the time limits for future transitions have already expired. Notice that a sequence in its initial state is never deleted as it cannot expire.

As an example of how processing of sequences works, consider Rule R1 and the corresponding model M1. Figure 3 shows, step by step, how the set of incoming events drawn at the bottom is processed. At time \( t = 0 \) a single sequence \( Seq \) is present in the system, waiting in its initial state. Since \( Seq \) does not change with the arrival of new events, we omit it in the figure for all time instants greater than 0. At time \( t = 1 \) an event \( T1 \) of type Temp enters the system. Since it matches type, content, and timing constraints for the transition to state \( T \), we duplicate \( Seq \), creating \( Seq_1 \), which advances to \( T \). Similarly, at \( t = 2 \), the arrival of a new event \( T2 \) of type Temp creates a new sequence \( Seq_2 \) from \( Seq \) and moves it to state \( T \). At time \( t = 5 \) a Smoke event arrives but from the wrong area, so it is immediately discarded. At time \( t = 7 \), \( Seq_1 \) is deleted, since it has no possibility to proceed further without violating the timing constraint of its outgoing transition. At the same time, the arrival of event \( T3 \) generates a new sequence \( Seq_3 \). At time \( t = 8 \) \( Seq_2 \) is deleted, while the arrival of an event \( S2 \) of type Smoke from the correct area duplicates \( Seq_1 \), generating and advancing \( Seq_3 \) to its accepting state \( S \). This means that a valid sequence, composed by events \( T3 \) and \( S2 \) has been recognized. After detection, the sequence \( Seq_{31} \) is deleted. Similarly, at \( t = 9 \), the arrival of \( S3 \) causes the creation of sequence \( Seq_{32} \) and the detection of the valid sequence composed by \( T3 \) and \( S3 \).

Notice that active sequences store the information about the events they used to reach their current state, i.e., their content and the time when they occurred. As we said, the occurrence time of events is used to check when a sequence can be deleted, while the content of events is used to check the value of relevant attributes, like area in our example, and to build the content of the generated events.

As a final remark, notice that sequences may include negations, which constrain an event \( e \) not to occur in a given interval \( i \). In particular, the interval \( i \) can be expressed using two events (say, \( e_1 \) and \( e_2 \)) belonging to the same sequence, or using an event and a maximum time-span (say, \( e_3 \) and \( t \)). The two cases are processed using different techniques: in the first case, when \( e \) arrives all sequences that have already reached the state associated with the event \( e_1 \), but not that associated with \( e_3 \), are immediately deleted; in the second case, instead, all events occurred within \( t \) are stored. When a sequence arrives at the state associated with event \( e_3 \), we check if there are instances of \( e \) arrived within \( t \): if so, the sequence is immediately deleted, otherwise it may proceed.

### 3.3.2. Processing complete rules

As we said, TESLA rules usually capture multiple sequences of events, always sharing at least one event with each other. Consider for example Rule R7: it is translated into the automaton of Figure 2, composed of models M1 and M2, which share the state \( S \) entered when an event of type Smoke is detected.

Now suppose that the arrival of a Smoke event participates into three sequence instances for model M1 and two sequence instances of model M2, causing all of them to move to their final accepting state. This means that six different composite events Fire are detected, all sharing the same Smoke event. Indeed, since both sequences are using a multiple selection policy, each possible couple of sequences \( (S1, S2) \) (with \( S1 \) instance of model M1 and \( S2 \) instance of model M2) captures a valid set of events for the entire rule.

On the contrary, if a Smoke event is only used to accept sequences of type M1, but none of type M2 (or vice-versa), we can safely discard all sequences using it, since they have no chance to be combined with any instance of M2 (resp. M1) to satisfy all rule’s constraints.

More in general, when a sequence \( S \), instance of a sequence model M, can move to state X shared with models \( M_1, ..., M_n \) using an event \( e \), our algorithm first checks if \( e \) can cause a transition to \( X \) in at least one sequence of each model \( M_1, ..., M_n \).

If this is not the case, then \( S \) is deleted, otherwise it advances to state X.

The same steps are followed to verify all the relationships defined among different sequences, like those resulting from the
use of parameters. As an example, Rule R7 includes a parameter constraint on the area attribute of Temp and Wind events. This constraint has to be checked when two sequences (one instance of M1, the other instance of M2) that may potentially result in detecting a Fire event, both reach their final state.

### 3.3.3. Selection and consumption policies

Another feature of TESLA that we need to capture in our processing algorithm is the definition of event selection and consumption policies. Capturing event consumption is straightforward: simply, when a sequence S resulting from a Rule R arrives to its accepting state using and consuming an event e, we can delete all other sequences resulting from the same Rule R that made use of e and have not yet arrived to their accepting state. Indeed, they are all invalidated by the consumption of e.

With respect to event selection, the described algorithm, by duplicating sequence instances at each state transition, captures all possible sequences of events that satisfy the content and timing constraints of a rule, i.e., this algorithm always captures the multiple selection policy typical of the each-within operator. However, TESLA includes operators, like first-within and last-within, which define different selection policies in which only a subset of all possible sequences need to be selected. The simplest way to implement these operators is to select or discard sequences only when they arrive to their final accepting state. In the most general case this approach is also the only possible one. Consider for example the following Rule R8, which adds a consuming clause to Rule R2:

**Rule R8**

Define `Fire(area: string, measuredTemp: double)`

```plaintext
from Smoke(area=$a) and last Temp(area=$a and value>45)
within 5 min. from Smoke
where area=Smoke.area and measuredTemp=Temp.value
```

Now suppose we receive two Temp events, say T1 and T2, in this order. When T2 arrives we cannot discard T1, as we could initially be tempted to do; indeed, the arrival of a Smoke event would cause the generation of a new composite event, but also the consumption of T2, making T1 become the last event received, and so the right candidate for further rule evaluations. On the other hand, rule specific optimization are possible: take for example Rule R2, which does not consume events. In this case, when T2 occurs, T1 cannot become the last occurred event for next evaluations, so it can be safely deleted. More in general, in the presence of a last-within operator associated with an event X, without a consuming clause for X, we can safely discard sequences composed by previous events of type X when a new one is detected. Similar rule-specific optimization’s are possible also when the first-within operator is involved. Consider for example the following Rule R9:

**Rule R9**

Define `Fire(area: string, measuredTemp: double)`

```plaintext
from Smoke(area=$a) and first Temp(area=$a and value>45)
within 5 min. from Smoke
where area=Smoke.area and measuredTemp=Temp.value
```

and suppose we receive two events of type Temp, T1, at time \( t = 1 \), and T2, at time \( t = 4 \). If we receive an event \( S \) of type Smoke at time \( t = 5 \) we need to duplicate only the sequence including \( T1 \) (i.e., the first event of type Temp within 5 minutes from \( S \)) not the one including \( T2 \). Notice that in this case, in which the first-within operator is used, we cannot delete the sequence including \( T2 \), as this event can become the first Temp event valid when time proceeds and \( T1 \) becomes too old to be considered again. However, by duplicating only the sequences that include the first detected event we greatly reduce the number of automata stored in the system.

### 4. Implementation of T-Rex

In this section we describe the implementation of T-Rex, starting from its architecture and presenting the features that contribute to the efficient processing of events. Indeed, while our automata-based event detection algorithm minimizes processing time by incrementally computing results as new events enter the system, it may generate a large number of sequence instances. Accordingly, in implementing this algorithm in C++, we adopted advanced memory management techniques to avoid duplicating data (like events) shared by multiple sequences, and we used ad-hoc indexing techniques to minimize the number of sequences to consider for each incoming event.

The general architecture of T-Rex is presented in Figure 4. When a new rule is deployed into the system, the RuleManager processes it, generates its corresponding automaton model \( M \), and passes \( M \) to the Automaton Models component, which stores the information about sequence models (i.e., states, constraints on transitions, parameters, etc.) as well as the information about inter-sequence relationships.

Notice that a rule \( R \) may include two types of constraints that affect the sequences originating from \( R \): some of them, like the type of the event triggering a transition, can be directly associated to the sequence models defined from \( R \) as they do not depend from the events actually captured, others have to be associated to sequence instances. We name the constraints of the first type static constraints, while constraints of the second type are dynamic. For instance, consider Rule R1, the constraint Temp.value>45 is static and the same holds for the timing constraint – Temp must occur within 5 min. from Smoke. Conversely, the constraint Smoke.area=$a is dynamic, as it depends on the value of the attribute area of event Temp, which is specific to the sequence being considered and unknown at model creation time. During processing, the RuleManager identifies static constraints and uses them to compile the Static Index, which is used to efficiently perform a preliminary type and content-based filtering of incoming events. Since this is the same filtering at the base of traditional publish-subscribe systems, we were able to re-use well known techniques developed by the community working on publish-subscribe. In particular, the Static Index implements a counting algorithm as described in (Carzaniga and Wolf, 2003).

When a new event enters the system, it is first put in a FIFO Queue. This component is used to avoid the loss of input events due to temporary bursts. Administrators can choose the maximum size of the queue according to their needs: having a long queue decreases the probability of losing events, but increases latency. When the next event exits the queue, the Static
Index identifies which sequence models and which states it may influence. If none is influenced, the event is immediately discarded; otherwise the event is delivered to the Sequences component, which stores all active sequence instances generated for each model. To speed up the access to sequence instances from the related model, the State Index maps sequence models to existing instances according to their current state, i.e., for each sequence model \( M \) and state \( S \) it maps the instances of \( M \) waiting in \( S \). Once all the sequences affected by an incoming event have been selected, T-Rex performs a further selection by looking at dynamic constraints. In particular: (i) it checks timing constraints, deleting those sequences that violate them, and (ii) it looks at parameters, ignoring those sequences that present non-valid parameter values for the event under processing. All remaining sequences are duplicated and advanced, as described in Section 3. Notice that sequences generated from different models are completely independent from each other and can be safely processed in parallel. Accordingly, T-Rex performs actual processing of sequence instances using a pool of threads, taking advantage of multi-core hardware.

Since a single incoming event may be used in many different sequences, we limit memory usage by avoiding an explicit copy of its content. Instead, each sequence keeps references to the events it used to arrive to its current state, and a single copy of used events is saved in the Stored Events data structure. As soon as all sequences using an event \( e \) are deleted from the system, T-Rex removes \( e \) from Stored Events.

When one or more sequences arrive to their accepting state, they are forwarded to the Generator component, which performs several operations: (i) it retrieves the set of events that compose the various sequences it receives; (ii) it uses the information stored into the Automaton Models component to combine those sequences that are instances of the same automaton model, as described in Section 3; (iii) it computes the values of the attributes of the new composite event notifications captured by the received sequences.

Finally, composite events are sent to the Subscription Manager, which keeps track of the interests (subscriptions) of clients to deliver them the matching events.

External clients communicate with the T-Rex engine through a set of Adapters, which expose the interfaces to deploy new rules, and to send and receive events. Up to now we have implemented three different adapters: the first one allows the communication with local clients, running in the same process of the T-Rex system, by mean of direct method calls. It has been used during the testing and evaluation phase of the system, as discussed in Section 5. The second and the third adapters allow the interaction with remote clients written in the C++ or Java languages. They implement the marshaling and unmarshaling of messages and TESLA rules, as well as the communication through sockets.

5. Evaluation

Our evaluation had two main goals: (i) comparing T-Rex with other processing systems that could handle some of the rules described in Section 2; (ii) studying the performance of our system in a wide range of scenarios.

5.1. Comparison with a State of the Art System

As we will better motivate in Section 6, finding a system having features comparable with those of T-Rex was not a simple task. We finally decided to use Esper (Esper, 2011) for many reasons: it is an enterprise level product, widely used (it includes a commercial version, EsperHA) and mature (we used version 4.0.0); it adopts an expressive language with a rich syntax but also puts great emphasis on efficiency and performance; it is open source and provides extensive documentation; it is embedded in Java, which makes the task of writing and executing tests easier.

All the results discussed below have been collected using a 2.8GHz AMD Phenom II PC, with 6 cores and 8GB of DDR3 RAM, running Linux. We use a local client to generate events at a constant rate and to collect results. Using this approach, the interaction with the CEP engine is realized entirely through local method invocations; this choice eliminates the impact of
the communication layer on the results we collected and allows us to measure the raw performance of the two CEP engines.

We set the maximum size of the input queue to 100 events, small enough to emphasize a difference in the processing time through a loss of events (but we also analyze the impact of this factor on the overall system performance).

We studied the behavior of the two systems at different input rates, executing each test 10 times: for each measure we plot the average value and the 95% confidence interval.

5.1.1. Event Filtering

At the base of a CEP engine is the operation of selecting (filtering) input events before using them to capture complex patterns. For this reason we decided to start our analysis by comparing the filtering capabilities of T-Rex and Esper.

To do so we deployed 1000 different rules on each system. Each rule filters input events according to the value of an attribute and returns a new event containing such a value. On average, each event is selected by a single rule; this means that, ideally, the event output rate should be equal to the input rate.

Figure 5 shows the performance of the two systems in terms of output throughput (simply “throughput” in the remainder of the section), i.e., composite events generated per second. Since the two systems were processing identical loads with the same set of deployed rules, they should theoretically detect the same number of composite events. However, when the input rate increases, both engines drop input events as their input queue becomes full: the rate at which events start to be dropped as well as the number of dropped events and consequently the throughput is a measure of the processing overhead.

We can observe how both systems can handle high event input rates, in the order of tens of thousands events per second. Esper, however, starts to drop input events at a rate of 30000 events per second, with a maximum throughput that is below 35000 composite events per second. T-Rex, instead, can handle up to 40000 events per second without dropping from the input queue and registers a maximum throughput of about 45000 composite events per second.

This measure highlights how T-Rex processes events faster than Esper when the deployed rules simply involve filtering of input events. Since the filtering operation does not require the engine to store intermediate partial results, this test isolates the contribution of the Static Index component (see Figure 4) and the counting algorithm it adopts. Differently from T-Rex, Esper uses a tree-based indexed structure to store and evaluate filtering predicates.

5.1.2. Pattern Detection

As a second step, we wanted to compare the performance of the two engines on detecting patterns of primitive events. This is a key operation for several application scenarios, ranging from environmental monitoring to financial analysis.

To perform this test, we adopt one of the definitions of fire introduced in Section 2. More specifically, we used definition $D^I$ in both its incarnations, i.e., the one with a multiple selection policy (as modeled by TESLA Rule R1), and the one with a single selection policy (as modeled by TESLA Rule R2). To stress the two systems, each test was performed with 1000 different rules deployed, all having the same structure (that of Rule R1 and Rule R2), but defining 10 different composite events ($Fire_{x}$, defined from $Temp_x$ and $Smoke_x$, ... $Fire_{10}$, defined from $Temp_{10}$ and $Smoke_{10}$) and asking for a different minimum temperature (from 1 to 100). The value of the temperature of incoming $Temp_x$ events was uniformly distributed between 1 and 100, while all events shared the same area to maximize the probability of using events. Given these assumptions, each incoming event was selected by 50 different rules, on average.

Both when using Rule R1 and Rule R2, we evaluated the engines with three different loads, generating respectively 10%, 50%, and 90% of $Smoke_x$ events (the remaining events are $Temp_x$). Both systems were configured to take advantage of the six cores available on the hosting machine.

Figure 6 shows the results we obtained in the different scenarios in terms of throughput. The left column includes the results regarding Rule R1 (multiple selection policy), while the right column shows the results for Rule R2 (single selection policy).

In general, we observe that both systems perform very well, with a throughput of hundreds of thousands of composite events detected per second, even if the hardware we used for the tests is entry level for a production CEP system. Even more important from our point of view is that T-Rex outperforms Esper in all scenarios. In particular, T-Rex is capable of processing more input events before starting to drop them from the input queue, and when it drops them it drops less than Esper. The tests also show how the different selection policies associated with Rule R1 and Rule R2 influence the behavior of both engines: Esper performs better when the multiple selection policy is adopted (its performance are closer to those of T-Rex), while the gap between the two engines increases when the single selection policy is adopted. Also notice how the throughput of T-Rex seems to be still increasing even at the highest input rates we were able to generate. The same is not true for Esper: when rule R2 is adopted (right column) the throughput starts decreasing after the input rate overcomes 6000 events/s; moreover, even at lower rates, it exhibits an irregular trend.

5.1.3. Aggregates

The previous experiments considered two important aspects of a CEP system: the capability of filtering input events and
that of detecting patterns of events. As shown in Section 2, another important feature for a CEP system is the capability of computing the content of composite events by aggregating the values of attributes in primitive events. To evaluate the performance of T-Rex and Esper in this area we used Rule R5. As in the previous test, we adopted 10 different definitions of Fire (Fire₁,...,Fire₁₀) and 100 different thresholds for the value of Tempₓ, resulting in 1000 different deployed rules. To increase the throughput of the system, the workload was generated to always satisfy the constraints on the values of Tempₓ; this way every input Smokeₓ event led to the generation of 100 Fireₓ events. Also in this case we evaluated the engines with three different loads, generating respectively 10%, 50%, and 90% of Smokeₓ events.

Figure 7 shows the results we obtained. If we look at the performance of T-Rex, we observe that it never drops input events when the number of Smokeₓ events is small (10%). The same is not true for Esper, which drops events even in this relatively easy case. Things become harder when the percentage of Smokeₓ events increases. Both systems drop events as the input rate increases and the throughput flattens, but this phenomenon affects T-Rex much later than Esper, which starts dropping events at a relatively low input rate of 1000 events/s.

5.2. In-depth Analysis with Synthetic Workloads

The direct comparison with Esper demonstrated the efficiency of our system (a research prototype) when compared with an advanced commercial product. As stated at the beginning of this section, we are also interested in studying the behavior of T-Rex under different loads. Accordingly we performed several tests using different synthetic workloads.
by measuring how performance changes when increasing the windows. Moreover, we evaluated the scalability of our system events selected by each rule, and (v) the average size of the input queue on the performance of the system. Since the selection policy used in rules greatly influences the behavior of the system, we ran all experiments twice: once using the multiple selection policy (i.e., the each-within operator) and once using the single selection policy (i.e., the last-within operator).

During our tests we measured the average latency introduced by T-Rex for processing a single input event. In particular, we measured the time elapsed from the instant when the event starts to be actively processed (i.e., when it exits the queue of input events) to the instant when all sequences affected by that event have been processed, including the time needed to produce new composite events for those sequences that arrived at their final state, if any. This measure is extremely important: first of all, it tells us how each parameter impacts the performance of T-Rex. Second, it tells us which is the maximum input rate T-Rex can handle. For example, if the average processing time is 1 millisecond, we can theoretically handle up to 1000 input events per second. Notice, however, that considering the average processing time we only obtain a theoretical maximum: single events may take longer to be processed; accordingly, when using a finite input queue, we may start dropping input events before this maximum rate. For this reason, for all our tests we also measure and plot the 99th percentile of the processing time.

To provide more details we also plot the throughput curves for each workload we tested. By comparing the trends in throughput we can learn more about the input rate at which events actually start to be dropped from the finite queue, but also about the kind of rules we are processing: some of them, indeed, generate significantly more output (i.e., composite) events than others.

5.2.1. Number of States in Sequences

Figure 8 studies the behavior of T-Rex when changing the number of events captured by each sequence, i.e., the number of states composing each sequence model. Increasing the number of states in a sequence increases the probability for our algorithm to duplicate sequence instances; accordingly the processing time constantly increases with the number of states. This trend is particularly evident when using a multiple selection policy (Figure 8a), with the average processing time moving from about 200 microseconds for processing sequences of 2 states to 800 microseconds for processing sequences of 5 states. In this case we also observe a higher gap between the average processing and the 99th percentile of the processing time, meaning that increasing the length of sequences also increases the number of events that exhibit a processing time significantly higher w.r.t. the average.

The trend is instead less evident when adopting a last-within policy (Figure 8b) with the average processing time moving from 70 to less than 90 microseconds. Similarly, the gap between the average and the 99th percentile of the processing time remains constant. This is a result of the optimiza-
tion described in Section 3 for rules involving a last-within operator, which allows T-Rex to minimize duplication of sequences when new events arrive.

As for the throughput, in presence of a multiple selection policy we expect it to grow with the number of states per sequence, since the number of possible combinations of primitive events increases. This trend is confirmed when the number of states moves from 2 to 3, but when it grows further the throughput decreases. This is an effect of the increased processing overhead, which results in dropping more and more input events, thus negatively affecting throughput. On the other hand, we may notice that using a multiple selection policy with long sequences represents an extreme situation. Indeed it is very hard to find real applications interested in all the possible combinations of long series of events. Such an application, in fact, would need to process a number of composite events (the output of the CEP system, as in Figure 8a, right) much higher than the number of primitive events captured. On the contrary, we expect applications to use a CEP system to filter out most events, while returning only a small amount of useful information. However, even under this stressing conditions, T-Rex can handle more than 1000 input events per second, producing up to 600000 composite events.

Different considerations hold when the last-within operator (i.e., a single selection policy) is used. In this case the throughput grows linearly until at least 12000 input events per second. This means that our default queue of 100 elements allows T-Rex to easily handle this large input traffic. We also observe that increasing the length of sequences makes the throughput curve diverge from its linear behavior (i.e., it makes T-Rex drop events) sooner: this is due to the slight increase in processing time. Finally, we notice that the longer the sequences the lower the throughput. This is easily explained by remembering that a single selection policy inhibits duplication of sequences while longer sequences require more input events to arrive to an accepting state.

In this first scenario we also tested the usage of the first-within operator (Figure 8c). Ideally, this case should resemble the one using the last-within operator, with a low processing time and the ability of accepting a large number of input events before starting to drop them. However we notice some differences: the processing overhead is not as high as in the case of a multiple selection policy, but it is higher than in the case of the last-within operator. This can be explained by remembering what we observed at the end of Section 3: the last-within operator, in absence of consumption clauses, allows greater optimization than the first-within operator, with less sequences that need to be created and more that can be deleted each time a new event arrives. As a result, the performance of T-Rex when processing rules using the first-within operator is somehow in the middle between the performance measured when using the each-within and those measured when using the last-within. This trend appears in all the scenarios we tested, consequently we will omit the analysis of the first-within policy in the following discussions.

5.2.2. Number of Sequences in Rules

Figure 9 shows how the system reacts when the number of sequences composing each rule varies. When a multiple selection policy is used (Figure 9a), we observe a linear increase in the average processing time: indeed, the system needs to perform additional work to combine sequences together and to produce the higher number of composite events that derives from this combination. Interestingly, this operation has a huge impact on the 99th percentile of the processing time, which rapidly diverges from the average as the number of sequences increases. This is an indication of spikes in the processing time, which have to be carefully considered to size the input queue in order to limit the number of input events dropped.

By looking at the throughput graph, it becomes even more evident how the number of sequences influences the work to be done: more sequences means more possibility to combine events, and hence more composite events to generate.

The same is not true when a single selection policy is adopted (Figure 9b). The processing time registers a moderate increase (from about 70 microseconds to 100 microseconds, on the average), while the throughput decreases. Indeed, with the same fraction of events captured by each state in a rule, the system keeps about the same number of active sequence instances, independently from the number of sequences composing each rule, but more input events are needed to generate a composite one when the number of sequences per rule increases.

Also in this case, it is important to observe how the use of a multiple selection policy combined with a large number of sequences represents an extreme scenario, which we tested only to stress the system. Even in this case T-Rex can handle about 1000 input events, producing about a million composite events per second. This is a significant result, since not only the processing of input events, but also the generation of composite events (and their internal data structure) demands for computational resources.

5.2.3. Number of Deployed Rules

Figure 10 studies how T-Rex reacts when the number of deployed rules increases, but the number of those triggered by each incoming event is fixed to 10. This is an important case since it resembles realistic deployments where a single CEP engine serves different applications, each interested in different kinds of events.

In this scenario, when a multiple selection policy is adopted (see Figure 10a) the number of generated events decreases with the number of rules; indeed, each rule receives fewer events and thus has fewer chances to combine them into valid sequences. This effect is emphasized by the fact that the rate of events entering each rule decreases with a higher number of rules, and thus the probability of violating timing constraints (and canceling existing sequences) becomes higher. This also affects the average processing time, that slightly decreases when the number of rules increases. At the same time, as processing of rules becomes simpler, the gap between the average and the 99th percentile of the processing time drops.

The same is not true when a single selection policy is adopted (Figure 10b). In this case, T-Rex does not duplicate sequences.
per-se, and the effect of a growing number of rules only negatively affects the processing time, with more sequences to consider at each step. In terms of throughput this results in dropping events earlier when more rules are present. Since in our tests each event always triggers the same number of rules (i.e., 10), in absence of dropped events the throughput is not influenced by the number of deployed rules.

5.2.4. Number of Triggered Rules

Figure 11 studies the behavior of T-Rex when the number of rules triggered by an incoming event grows. As expected, under these conditions the processing time grows, independently from the selection policy adopted. Most importantly, doubling the number of rules involved in the processing of an input event doubles the average processing time as well, meaning that T-Rex does not introduce any additional overhead and scales linearly. As already observed in other scenarios, the gap between the average and the 99th percentile of the processing time increases with the complexity of processing.

Similar considerations hold for the throughput, which grows when the number of rules triggered by each event grows. Notice, once again, that this scenario is explicitly designed to stress the system: the number of output events generated per second is extremely large if compared with the input rate.

5.2.5. Average Windows Size

Figure 12 analyzes the impact of the window size on processing. As expected, when using a multiple selection policy (Figure 12a) both processing time and throughput grow, since more events enter the window, more sequences are created, and more composite events are generated. Again, scalability is good since the increase in processing time (both its average and its
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99th percentile) is less than linear.

Conversely, a single selection policy is not influenced by the windows size (see Figure 12a). Indeed, to stress the system we are delivering events at a very high rate such that, even with the shortest size of windows considered, there are enough events entering the system to complete detection.

5.2.6. Scalability

Figure 13 studies the impact of multi-core hardware on the performance of T-Rex. As stated in Section 4, our system makes use of a thread pool to process different rules in parallel. To execute this test we first studied the best number of thread in the thread pool when varying the number of available cores. Then, using this value, we tested the processing time and the throughput with different cores. To limit the number of cores that T-Rex could use, we exploited the `taskset` Linux command. To increase the load of the system, we adopted our default scenario with a multiple selection policy and a low selectivity (each event triggers 100 rules on average). Since the tests were executed on a 6 core machine, our analysis is limited to 5 cores (one is used by the client generating and submitting events).

What we observe is that the use of multiple cores increases the performance of the system. This is particularly evident when moving from 1 to 2 cores, but also moving to 3, 4, and 5 cores continues to bring benefits. Notice that each thread in the thread pool processes an equal number of rules; however, we cannot know in advance the cost for processing each rule. This implies that different threads may require different times to accomplish their tasks. Since the system waits for all threads to complete, the overall processing time is that of the slowest thread. This explains why performance does not scale linearly with the number of cores. Additionally, the filtering of events is performed using a highly efficient, but sequential counting algorithm. Figure 13 shows that, when moving from 1 to 5 cores, we reduce the processing time by a half and we almost double the maximum throughput.

5.2.7. Use of Negation

Figure 14 investigates the impact of using negation in rules. In particular, we use Rule R3 (see Section 2). To maximize the generation of events we operated as for Rule R1 and R2, deploying 1000 different rules with the structure of Rule R3 but defining 10 different composite events (`Fire`, defined from `Temp` and `Rain`, ..., `Fire`, defined from `Temp` and `Rain`) and asking for a different minimum temperature in `Temp` events (from 1 to 100). Then, we studied the behavior of T-Rex when changing the percentage of `Rain` events w.r.t. all primitive events. Since the input rate of events was particularly high, we decided to adopt a small window of 1 second, meaning that `Rain` events become invalid after 1 second.

What we observe is that the processing time is not influenced by the percentage of `Rain` events. Indeed the system stores all `Rain` events received in the last second and checks if any has been stored when receiving a valid `Temp`. On the contrary, the percentage of negative events strongly influences the throughput, with fewer composite events captured when the percentage of `Rain` events grows. As a final note we observe how the presence of negation increases the confidence interval, meaning that different runs have a high probability to produce different results. Indeed, when using a negation the order in which events are received can significantly influence the output rate.

5.2.8. Use of the Consuming Clause

Figure 15 studies the impact of adding a consuming clause to our default scenario. In particular, since this scenario defines a sequence of two states, we test the performance when asking the consumption of the events participating in the first state.

When adopting a multiple selection policy (Figure 15a) the processing time decreases if we add the consuming clause. Indeed, in the multiple selection case a large number of automata is generated during processing. Adding a consuming clause helps the system remove some of them, i.e., those using a consumed event. This also contributes in greatly reducing the number of generated events.

When adopting a single selection policy (Figure 15b), instead, the number of generated events is not seriously affected by the presence of a consuming clause. This is because, even when consuming one or more events, it is highly probable to find another event of the same kind within the required time window that allows the system to produce a composite event. In this case, the consuming clause adds some overhead to the system, which cannot delete sequences as new events arrive, as explained at the end of Section 3. This is also visible in the throughput graph: adding the consuming clause makes the system drop input events earlier.

Finally, we observe how in presence of a consuming clause the gap between the average and the 99th percentile of the processing time significantly increases, both with a single and a multiple selection policy. Indeed, there are cases in which the system needs to iterate over a large number of stored sequences to identify those that include a consumed event.

5.2.9. Size of the Input Queue

An important parameter to consider when deploying the T-Rex engine is the size of the input queue. A large input queue helps reducing the loss of events in case of temporary spikes in the processing time of individual events or in the input rate.

As we have seen, there are cases in which the 99th percentile of the processing time for a single event significantly diverges from the average, showing that there are (a few) input events that introduce a higher processing latency (e.g., see Figure 9). Figure 16 investigates how the size of the input queue impacts the number of input events dropped, as the input rate increases. We adopt our default scenario, increasing the number of states in each sequence from 2 to 3. Indeed, as shown in Figure 8 this case presents a higher gap between the average processing time and the 99th percentile, and thus better emphasizes the need of a large input queue.

With a low input rate, both with a single and a multiple selection policy, no event is dropped, independently from the size of the input queue. When the input rate increases, we observe two different behaviors in the case of a multiple and of a single selection policy. In the first case (see Figure 16(a)) increasing
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the size of the input queue reduces the percentage of dropped events. Indeed, with a multiple selection policy, certain input events lead to the generation of a large number of composite events, thus demanding for higher processing times: a larger size of the input queue reduces the impact of these processing delays. However, the difference in the percentage of packets dropped when moving from a size 10 to a size of 10000 is relatively small (about 10%). In the case of a single selection policy (see Figure 16(b)) the processing times are more uniform. Accordingly, increasing the size of the input queue has almost no impact on the percentage of dropped events (about 3% moving from a size of 10 to a size of 10000).

The second reason for adopting a large size for the input queue is to tolerate temporary spikes in the rate of input events. To test the benefits of the input queue under this kind of workloads, we modified the behavior of the event generator and repeated the test above. In particular, in this experiment we submit events in spikes of \( k \) events each, waiting 1 second between a spike and the following one. During spikes we deliver one event every 10 microseconds, much more than the maximum rate T-Rex can handle. We then measure the number of events dropped from the input queue as \( k \) moves from 10 to 10000.

In this case we observe a significant influence of the size of the input queue on the percentage of events dropped, both using a single selection policy and a multiple selection policy. Finally, if we consider the selection policies, we observe how the reduced processing time required when a single selection is adopted, allows T-Rex to drop less events with rules that use the last-within operator (see Figure 17(b)).

5.2.10. Discussion

The use of synthetic workloads allowed us to perform a broad analysis of T-Rex, taking into account a large number of parameters that influence its performance. We provide here some conclusive remarks on the most significant findings.

First of all, the shape of the rules deployed into the system has a great impact on the maximum throughput of composite events produced, which varies from a few thousands events per second to more than one million in the scenarios we tested.

As for the processing times, they are significantly lower when a single selection policy is used inside rules, which we expect to be a common scenario for many event-based applications. Moreover, most of the parameters we tested have a more visible impact on the performance of the system when a multiple selection policy is used. This happens, for example, when increasing the length of sequences (Figure 8), the number of sequences defined in each rule (Figure 9), or the number of rules triggered by each primitive event (Figure 11).

Our tests also show that T-Rex scales well with the number of deployed rules and with the number of processing cores, showing constantly increasing performance when moving from 1 to 5 cores.

Finally, we studied how the size of the input queue impacts the completeness of the results generated. This parameter is of primary importance, since it must be tuned by the system administrator to meet the specific application workload and requirements. We have seen that the size of the input queue has only a marginal impact when the input rate of events remains almost constant, while it becomes relevant to tolerate spikes in the input rate.

6. Related Work

The last few years have seen an increasing interest around Complex Event Processing, with several CEP systems (Lukham, 2001; Etzion and Niblett, 2010) being proposed both from academia and industry. The interested reader can find a detailed study of the field in (Cugola and Margara, 2011), where we analyze and compare in great detail more than 35 systems. Despite all existing solutions have been designed to accomplish the same goal, i.e., to timely process large amount of flowing data, they present different data models and rule definition languages, as well as processing algorithms and system architectures.

6.1. Data Models and Rule Definition Languages

The data model determines the way each system models and interprets incoming information: some systems are explicitly designed to capture and process event notifications (Mühl et al., 2006), while others consider generic information streams. The latter are usually known as Data Stream Management Systems (DSMSs) (Babcock et al., 2002), a term coined in the
database community as opposed to Database Management Systems (DBMSs). While DBMSs need data to be stored and indexed before processing, DSMSs allow data to be processed in streams, as it flows from the sources to the sinks.

In practice, the data model a system adopts significantly affects the structure of the rule definition language it uses: systems designed to deal with event notifications adopt languages focused on the detection of patterns involving (often complex) timing relationships among incoming events. On the other hand, DSMSs usually rely on languages derived from SQL, which specify how incoming information items have to be transformed, i.e., selected, joined together, and modified, to produce one or more output streams.

It is our belief that the data transformation approach adopted by DSMSs is not suited to recognize patterns of incoming items tied together by complex temporal relationships, as those we focus in this paper. To motivate this claim, we consider CQL (Arasu et al., 2006), a language often taken as a reference in the DSMS community. It uses a syntax very similar to SQL where each rule is defined using three types of operators. Stream-to-Relation (S2R) operators (also known as windows) select a portion of a stream to implicitly create a traditional database table. Relation-to-Relation (R2R) operators are mostly standard SQL operators. Relation-to-Stream (R2S) operators generate new streams from tables, after data manipulation. Each CQL rule is composed by a S2R operator, one or more R2R operators, and one R2S operator. Consequently, the entire processing happens in relational tables, forgetting the ordering among data. The only mechanism that takes timestamps into consideration, windows, operates separately and in advance with respect to the actual processing. This, together with the fact that no explicit sequencing operator is provided, and that timestamps, if not artificially introduced as part of the tuples’ schema, cannot be referenced during R2R processing, makes it very complex and un-natural to capture ordering relationships among data. This limitation is so strong that rules like those capturing the fourth definition of fire in our initial example are impossible to write, while other rules require a formulation that is hard to conceive and to understand. In summary, such languages are designed to isolate portions of input flows and to perform traditional database processing within the bound of portions, but they show severe limitations when it comes to recognize complex patterns of relevant items among received ones.

To overcome this limitation, some languages for DSMSs were recently proposed, which extend the expressive power of CQL adding explicit support to patterns. This is the case for the language of Esper (Esper, 2011) and for several other languages developed for commercial systems like StreamBase (Streambase, 2011) and Oracle CEP (Oracle CEP, 2011). With these languages, detecting complex patterns becomes possible, but it remains difficult to support and far from natural. Indeed the general schema of the language remains that of CQL, with pattern detection occurring within the bounds of the relations defined by S2R operators (i.e., windows). In our opinion, this approach makes rules, and in particular selection and consumption policies, difficult to write and understand. Moreover, since windows cut the input flows before pattern detection is applied, the pattern has a limited range of action: certain items may be discarded by windows, without even being considered by the pattern detection process; other items may remain in the window for multiple processing cycles, and consequently take part of pattern detection more than once.

At the opposite side of the spectrum are languages that were explicitly designed to capture composite events from primitive ones (Etzion and Niblett, 2010). They natively consider information flowing into the system as notifications of events occurred in the observed world at a specific time, and they define how composite events result from primitive ones. Accordingly, they are better suited to detect complex temporal patterns of incoming information as required by CEP applications. Unfortunately, most of them are extremely simple and present serious limitations in terms of expressiveness. For example, some languages force sequences to capture only adjacent events (Breonna et al., 2007), making it impossible to express composite event definitions like (D1) and (D3) in Section 2. Negations are rarely supported (Li and Jacobsen, 2005; Breonna et al., 2007) or they cannot be expressed through timing constraints (Agrawal et al., 2008) as required by the fire definition (D2). Other widespread limitations are the lack of a full-fledged iteration operator (Kleeen+ (Gyllstrom et al., 2008)), to capture a priory unbounded repetitions of events as in (D4), and the lack of pro-
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cessing capabilities for computing aggregates. Finally, none of these languages allows to define the selection and consumption policies rule by rule, as in TESLA.

The languages that present more similarities with TESLA are the language for complex event detection presented in (Pietzuch et al., 2003), Sase+ (Gyllstrom et al., 2008; Agrawal et al., 2008), Amit (Adi and Etzion, 2004), and Etalis (Anicic et al., 2011, 2010). In (Pietzuch et al., 2003), the authors propose a language based on regular expressions, with the addition of timed operator to express windowed sequences. W.r.t. TESLA, this language does not offer customizable selection and consumption policies, aggregates, and multiple sequences inside a single rule. Similarly, Sase+ supports parameterization, negation, and aggregates, while providing a way to express different selection policies. However, Sase+ rules can specify only single sequences of events, while TESLA may define complex patterns that include different sequences. Moreover, selection policies are not completely customizable in SASE+ and apply to entire rules, rather than to single operators, as in TESLA. Finally, SASE+ does not consider event consumption and periodic evaluation. Amit introduces the concept of lifespan to specify the valid period in which a pattern of events can be captured. As in TESLA, different lifespans may be concurrently open to capture different occurrences of an event. Amit also provides customizable event selection and consumption policies. On the other hand, Amit patterns cannot include a number of timing constraints defined in TESLA, and they cannot specify aggregates. Etalis provides a rich set of operators for specifying how composite events derived from primitive ones. Interestingly, similarly to TESLA, Etalis does not introduce any operator for iterations, but allows the definition of recursive rules. Etalis, however, does not support explicit time-based windows and customizable selection and consumption policies.

Finally, there are commercial systems (Tibco, 2011; Progress-Apama, 2011; Oracle CEP, 2011) that, beside a declarative approach, offer the possibility to specify how incoming information has to be processed in an imperative way, using scripting languages. This maximizes the flexibility of the system, but potentially requires more effort from the user.

6.2. Processing Algorithms and System Architectures

The language used to specify rules significantly influences the processing algorithms adopted and their performance.

DSMSs usually translate the set of deployed rules into a query plan composed of primitive operators (e.g., selection, projection, join) that transform the input streams into one or more output streams. Different operators are then connected through queues of information items. Moreover, each operator can access synopses (Arasu et al., 2003), i.e., state information that may be required for future processing.

Since a large number of operators may be deployed concurrently, it becomes important for DSMSs to define good scheduling policies for allocating operators to available resources: an accurate selection of the operators to be executed can reduce the amount of time spent by data inside queues and increase the system throughput.

Usually, scheduling strategies are defined according to some Quality of Service (QoS) policy, which can be either system defined or user defined (Abadi et al., 2003).

Different systems have proposed different algorithms or implementation techniques to increase the QoS perceived by users. They include sharing of synopses among operators (Arasu et al., 2003), query plan rewriting based on the characteristics of operators or on traffic information (Krishnamurthy et al., 2010), and load shedding techniques (Tatbul et al., 2003; Babcock et al., 2004; Srivastava and Widom, 2004b; Chandrasekaran and Franklin, 2004; Tatbul and Zdonik, 2006; Chi et al., 2005), which deal with system overload and sacrifice the completeness of the output to reduce the load of the system and the latency of processing.

Most of the systems designed to detect patterns of events, as T-Rex, translate rules into automata (Brenna et al., 2007; Agrawal et al., 2008; Li and Jacobsen, 2005; Pietzuch et al., 2003). Even in this area, T-Rex represents an advance with respect to other proposals as it is, to the best of our knowledge, the only one that allows to efficiently capture complex patterns composed of several sequences of events in a single rule (i.e., automaton), including customizable event selection and consumption policies.

In this field, Cayuga (Brenna et al., 2007) is often cited for its processing performance. Similarly to T-Rex, it creates indexes for providing fast access to relevant automatica, and duplicates them during processing. Cayuga, however, trades expressiveness for performance, providing an extremely simple rule language, with a small number of operators. Interestingly, this allows Cayuga to take advantage of Multi Query Optimization (MQO) techniques, designed to share automata instances across multiple rules.

Sase (Wu et al., 2006) adopts similar techniques, but relies on non-deterministic automata (NFAs). Similar to some advanced DSMSs, Sase allows the detection of patterns inside time-based windows: for this reason, most of the optimization techniques proposed for this system rely on anticipating window evaluation as much as possible to reduce the number of events to consider during pattern detection. Also, SASE shares with T-Rex the idea of duplicating automata as new events enter the system.

Beside plan-based and automata-based processing algorithms, other techniques have been proposed in the past for pattern detection, mainly in the area of Active Database System; they include structures based on trees (Chakravarthy et al., 1994b), and on Petri Nets (Gatziu and Dittrich, 1993). Finally, Etalis (Anicic et al., 2011, 2010) translates rules in Prolog, decomposing each rule into simple statements that involve only two events.

A few CEP systems exist, like (Schultz-Müller et al., 2009; Li and Jacobsen, 2005; Rabinovich et al., 2011), which support distributed processing of events to optimize resource usage. In particular, by moving the detection of composite events closer to the sources, these systems allow to minimize the bandwidth usage, while they leverage the availability of different engines to share load. In general, this problem is orthogonal w.r.t. the way the engine operates and in principle the same mechanisms for process distribution proposed there could be used by our
T-Rex engine to realize a fully distributed CEP middleware.

7. Conclusions
In this paper we presented T-Rex, a CEP middleware that combines an expressive language, explicitly designed to target the needs of applications that have to cope with event notifications and their relationships, with an efficient engine capable of processing large volume of incoming events in an efficient and effective way.

A comparison with Esper, one of the most widely used commercial solutions for CEP, known for its expressiveness and efficiency, shows how T-Rex performs better in different scenarios. Moreover, we analyzed the behavior of T-Rex in a large number of situations using synthetic workloads, showing how it provides good performance even in extremely challenging scenarios.

The analysis of the behavior of T-Rex in a multi-core machine, presented in Section 5, suggested us to further explore this area to increase the processing performance of our engine. Accordingly, we are currently working on an implementation of the engine that leverage the parallel processing capabilities of modern Graphical Processing Units through the CUDA library (Cugola and Margara, 2012).

At the same time, we are integrating T-Rex with RACED (Cugola and Margara, 2009), our protocol for distributed event processing, to further increase its scalability for widely distributed scenarios.
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